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GIỚI THIỆU

Xử lí ngôn ngữ tự nhiên (Natural Language Processing - NLP) đã thu hút

nhiều sự quan tâm của các nhóm nghiên cứu trên thế giới ngay từ khi máy tính

điện tử ra đời. Nhiều phương pháp đã được phát triển để giải quyết các bài toán

phân tích cú pháp và ngữ nghĩa, từ các cách tiếp cận dựa trên luật, cho đến các

kỹ thuật học máy, đặc biệt là các mô hình hiện đại sử dụng học sâu và gần đây

nhất là sự phát triển của các mô hình ngôn ngữ lớn. Trong hầu hết những cách

tiếp cận để giải quyết bài toán cú pháp và ngữ nghĩa, việc xây dựng tài nguyên

từ vựng và các kho văn bản có chú giải ngôn ngữ là vô cùng cần thiết, có giá trị

cao và tính ổn định lâu dài, đều được dựa trên quy trình chuẩn hóa.

Động lực nghiên cứu

Các tài nguyên từ vựng chứa các thông tin về hình thái từ, các khung cú pháp,

ngữ nghĩa, các ràng buộc và mối quan hệ giữa các thành phần câu với từ vựng đó.

Một số kho từ vựng nổi bật như: WordNet [41, 86], FrameNet [13]; hay VerbNet

[68]. Thuật ngữ “ngân hàng cây” (treebank) chỉ các văn bản được chú giải thông

tin từ loại, cú pháp chi tiết, tạo cơ sở cho các bài toán phân tích từ, cú pháp và

ngữ nghĩa. Về ngữ nghĩa, các mô hình biểu diễn và kho ngữ liệu có chú giải ngữ

nghĩa cũng đã và đang được các nhóm nghiên cứu quan tâm và phát triển để có

thể hình thức hóa nghĩa của từ, câu và đoạn văn. Các kho ngữ liệu có chú giải

ngữ nghĩa tiêu biểu gồm Propbank [67], AMR [14] hay các ngân hàng ngữ nghĩa

khác như Groningen - GMB [58], UCCA [7], . . . .

Đối với tiếng Việt, việc phát triển kho từ vựng và các kho ngữ liệu có chú giải

ngữ pháp, ngữ nghĩa cũng đã được quan tâm từ nhiều năm trước. Tài nguyên từ

vựng đầu tiên được xây dựng từ năm 2006 là Từ điển tiếng Việt cho máy tính [94]

(Vietnamese Computational Lexicon – VCL), kho từ vựng WordNet tiếng Việt

[1], ngân hàng cây cho tiếng Việt được xây dựng từ năm 2009 là Viettreebank

[101], các ngân hàng cây cú pháp phụ thuộc với những tập nhãn phụ thuộc riêng

của từng nhóm [30, 65, 92]. Đối với bài toán phân tích ngữ nghĩa, một tập nhãn

vai nghĩa cùng kho ngữ liệu gồm 5,640 câu đã được xây dựng [2].

Tính cấp thiết của đề tài

Các nghiên cứu về ngữ pháp và ngữ nghĩa tiếng Việt đã đạt được những thành

tựu đáng kể, tuy nhiên vẫn còn nhiều thách thức như: các bộ nhãn thành phần
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và phụ thuộc của các nhóm xây dựng riêng, thiếu sự thống nhất và chuẩn hóa,

nhiều nghiên cứu chưa cung cấp thông tin chi tiết về quá trình xây dựng bộ nhãn,

quy trình gán nhãn dữ liệu. Về ngữ nghĩa, hiện tại chưa có một mô hình hay kho

ngữ liệu nào được gán nhãn ngữ nghĩa đầy đủ và toàn diện cho tiếng Việt. Kho

ngữ liệu gán nhãn vai nghĩa đã xây dựng chưa được chuẩn hóa và liên kết chặt

chẽ với các kho ngữ liệu khác, hiệu quả của các mô hình gán nhãn vai nghĩa cũng

còn khá hạn chế.

Mục tiêu nghiên cứu
Từ tình hình trên, luận án này đặt mục tiêu nghiên cứu phát triển ngữ liệu

cùng các sơ đồ chú giải, bao gồm kho từ vựng cũng như các kho ngữ liệu có chú

giải cú pháp, ngữ nghĩa, tuân theo các mô hình chuẩn hoá tài nguyên ngôn ngữ

trên thế giới. Song song với xây dựng ngữ liệu, luận án cũng đánh giá, phát triển

các công cụ phân tích cú pháp và ngữ nghĩa tiếng Việt, hỗ trợ qua lại công việc

xây dựng ngữ liệu.

Cụ thể, những công việc được thực hiện trong luận án được mô tả chi tiết

trong Hình 1.

Hình 1: Mục tiêu của luận án.

Phạm vi nghiên cứu
Để đạt được các mục tiêu trên, luận án sẽ giải quyết các bài toán sau:

• Phân tích cú pháp: Xây dựng tập nhãn cú pháp, kho ngữ liệu và phát triển

các công cụ phân tích cú pháp thành phần, cú pháp phụ thuộc.
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• Phân tích ngữ nghĩa câu: Xây dựng tập nhãn vai nghĩa, kho ngữ liệu, xây

dựng mô hình biểu diễn ngữ nghĩa cho văn bản tiếng Việt, thử nghiệm một

số mô hình phân tích ngữ nghĩa cho tiếng Việt.

• Phân tích ngữ nghĩa từ vựng: Nghiên cứu và thiết kế, xây dựng mạng động

từ (viVerbnet) cho tiếng Việt.

Đóng góp của luận án

Luận án đã có những đóng góp cơ bản về hai hướng chính:

• Xây dựng các lược đồ chú giải và kho ngữ liệu: Cú pháp phụ thuộc (xây dựng

lại tập nhãn cú pháp phụ thuộc, kho ngữ liệu gồm hơn 9,000 câu), cú pháp

thành phần (rà soát, cập nhật và chuẩn hoá các nhãn cú pháp thành phần và

tài liệu hướng dẫn gán nhãn, xây dựng kho ngữ liệu gồm hơn 9,000 câu), xây

dựng kho ngữ liệu gán nhãn vai nghĩa cho tiếng Việt (gồm 2,570 câu), xây

dựng mô hình và hướng dẫn gán nhãn ngữ nghĩa cho tiếng Việt dựa vào mô

hình ngữ nghĩa trừu tượng của tiếng Anh (AMR) và các vai nghĩa LIRICS

[98]. Kho ngữ liệu tiếng Việt gồm có 1,570 câu đã được xây dựng.

• Về phương pháp và mô hình: Luận án đã thử nghiệm một số mô hình phân

tích cú pháp phụ thuộc, khảo sát các phương pháp phân tích cú pháp thành

phần, và thảo luận về kết quả đạt được. Xây dựng mô hình biểu diễn và chú

giải ngữ nghĩa cho tiếng Việt, thử nghiệm các mô hình ngôn ngữ lớn để gán

nhãn vai nghĩa và phân tích ngữ nghĩa cho văn bản tiếng Việt, đánh giá và

phân tích kết quả đạt được. Thu thập dữ liệu, trích rút ngữ cảnh và các động

từ trong tiếng Việt. Sau đó, sử dụng các thuật toán phân cụm các động từ

tiếng Việt. Thiết kế mạng động từ tiếng Việt (viVerbNet) dựa vào VerbNet

tiếng Anh gồm có 5 thành phần chính.

Cấu trúc của luận án

Luận án được tổ chức như sau:

• Chương 1: Trình bày các kiến thức cơ sở.

• Chương 2: Mô tả chi tiết về việc xây dựng tài nguyên và công cụ phân tích

cú pháp tiếng Việt.

• Chương 3: Xây dựng tài nguyên và công cụ phân tích ngữ nghĩa tiếng Việt.

• Chương 4: Trình bày về việc xây dựng mạng động từ tiếng Việt (viVerbNet).

• Phần kết luận: Tóm tắt một số kết quả đạt được và hướng phát triển trong

tương lai.

3



Chương 1

KIẾN THỨC CƠ SỞ

Chương này trình bày về các khái niệm và kiến thức cơ bản về cú pháp và

ngữ nghĩa, các mô hình ngôn ngữ, quy trình xây dựng kho ngữ liệu và một số tài

nguyên quan trọng trong việc phân tích và biểu diễn ngữ nghĩa.

1.1 Một số vấn đề cơ bản về cú pháp và ngữ nghĩa

1.1.1 Cú pháp

a) Cú pháp thành phần

Định nghĩa: Cú pháp thành phần là cấu trúc các thành phần câu theo thứ

bậc, biểu diễn trật tự, cách thức ghép nối các từ, cụm từ của câu. Ví dụ, với

một câu tiếng Việt: “Nam đang làm bài_tập.” sẽ được phân tích cú pháp thành

phần như trong Hình 1.1.

S

.

.

VP

NP

N-H

bài_tập

V-H

làm

ADV

đang

NP-SUB

NNP

Nam

Hình 1.1: Cây cú pháp thành phần của câu: Nam đang làm bài_tập .

b) Cú pháp phụ thuộc

Định nghĩa: Cú pháp phụ thuộc là cấu trúc cú pháp chứa các mục từ vựng

nối với nhau bởi các quan hệ nhị phân không đối xứng gọi là sự phụ thuộc. Ví

dụ, một số quan hệ cú pháp phụ thuộc của câu "Nam đang làm bài_tập." như:

nsubj(Nam, làm), dobj(làm, bài_tập), ...

1.1.2 Ngữ nghĩa

a) Các thông tin ngữ nghĩa

Các thông tin cơ bản của một mô hình biểu diễn ngữ nghĩa được thể hiện qua:

Sự kiện, các tham tố cốt lõi và không phải cốt lõi, vai nghĩa [13] và PropBank

[67], đồng sở chỉ và tu từ, quan hệ thời gian (TimeML [51]), quan hệ không gian,

quan hệ diễn ngôn, cấu trúc logic và suy luận. Mỗi thành phần này đều đóng vai

trò quan trọng trong việc hiểu và xử lý ngôn ngữ.
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b) Các mô hình và ngôn ngữ biểu diễn ngữ nghĩa

Một số loại ngôn ngữ biểu diễn ngữ nghĩa sẽ được định nghĩa theo các dạng:

dựa vào logic (Logic-based formalisms) sử dụng mệnh đề logic bậc nhất (First-

order logic - FOL), dựa vào đồ thị (Graph-based formalims), và ngôn ngữ lập

trình (Programm Languages - PLs) [82].

1.2 Các phương pháp phân tích cú pháp và ngữ nghĩa

1.2.1 Phát biểu bài toán

Một bài toán phân tích cú pháp, ngữ nghĩa giới hạn trong câu có thể được

phát biểu hình thức như sau: Câu đầu vào là một chuỗi n từ: x = w1, w2, . . . , wn.

Thông thường, câu x sẽ được trải qua một số bước tiền xử lý như tách từ và gán

nhãn từ loại. Đầu ra: Thông tin cú pháp, ngữ nghĩa của câu x theo mô hình hoặc

định dạng cụ thể.

1.2.2 Các phương pháp phân tích cú pháp - ngữ nghĩa

Các phương pháp phân tích cú pháp - ngữ nghĩa thường được phân thành hai

loại chính: Các phương pháp truyền thống (dựa vào luật, dựa vào thống kê, các

phương pháp kết hợp) và các phương pháp dựa vào sử dụng mạng nơron [55].

1.2.3 Mô hình ngôn ngữ và biểu diễn văn bản

Phần này trình bày về một số mô hình ngôn ngữ cơ bản, được huấn luyện

trước phổ biến như: n-grams, Word2vec, FastText, GloVe, BERT và các mô hình

ngôn ngữ lớn như Llama, Gemini, GPT.

1.3 Một số vấn đề cơ bản về xây dựng ngữ liệu

1.3.1 Phương pháp luận

Phương pháp để xây dựng kho ngữ liệu thường theo một số bước cụ thể như:

Xác định mục tiêu và phạm vi, thu thập văn bản có sẵn, ghi âm và chép lời, phân

loại ngữ liệu, tiền xử lý dữ liệu, xây dựng cấu trúc và gán nhãn dữ liệu, kiểm

duyệt và chuẩn hóa, cập nhật, bảo trì, chia sẻ và công bố dữ liệu.

1.3.2 Chuẩn hoá biểu diễn tài nguyên ngôn ngữ

Phần này trình bày về ISO.TC 37/SC 41 phát triển các tiêu chuẩn quốc tế cho

việc quản lý các nguồn tài liệu ngôn ngữ, với mục đích cung cấp tiêu chuẩn cho

việc chú giải và biểu diễn dữ liệu ngôn ngữ cơ bản.

1https://www.iso.org/committee/297592.html
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1.4 Các tài nguyên ngôn ngữ

Phần này sẽ trình bày chi tiết về các tài nguyên từ vựng và các kho ngữ liệu

đã được xây dựng.

1.4.1 Tài nguyên từ vựng

a) WordNet

WordNet [86] [41] là một cơ sở dữ liệu từ vựng tiếng Anh được nhóm thành

tập hợp các lớp đồng nghĩa về nhận thức (synsets), mỗi lớp thể hiện một khái

niệm riêng biệt. WordNet được phát triển cho các ngôn ngữ khác như tiếng Pháp

[103], tiếng Trung Quốc [119] và tiếng Việt [96].

b) VerbNet

VerbNet [68] là mạng động từ, trong đó các động từ được xếp thành các lớp

khác nhau dựa vào thuộc tính ngữ pháp và ngữ nghĩa của chính các động từ đó.

VerbNet gồm hơn 5,800 động từ, được chia thành 270 nhóm, theo cách phân loại

động từ của Beth Levin [72].

c) FrameNet

FrameNet [13] là một dự án xây dựng một cơ sở dữ liệu từ vựng, gồm hơn

200,000 câu được chú giải thủ công, được liên kết với hơn 1,200 khung ngữ nghĩa.

d) VCL

Tài nguyên từ vựng tiếng Việt lớn nhất là Từ điển tiếng Việt dùng cho máy

tính (Vietnamese Computational Lexicon – VCL) [94]. Hiện tại, VCL chứa gần

42,000 mục từ, biểu diễn các thông tin: hình thái học, cú pháp học và ngữ nghĩa

học.

1.4.2 Các kho văn bản có chú giải ngữ pháp, ngữ nghĩa

a) Kho ngữ liệu cú pháp thành phần

Kho ngữ liệu cú pháp thành phần gồm có 3 phần chính: gán nhãn từ loại,

phân tích cú pháp thành phần và chú giải phát âm. Một số treebank như: Penn

Treebank [88], ChineseTreebank [124], FrenchTreebank [9], VietTreebank [101].

b) Kho ngữ liệu phân tích cú pháp phụ thuộc đa ngôn ngữ

Các kho ngữ liệu được gán nhãn quan hệ phụ thuộc đa ngôn ngữ (Universal

Dependency - UD2) được xây dựng bởi hơn 150 nhóm nghiên cứu với hơn 200

treebank cho các ngôn ngữ khác nhau.

2https://universaldependencies.org/
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c) Kho ngữ liệu có gán nhãn vai nghĩa

PropBank [67] là kho ngữ liệu mở rộng từ Penn Treebank bằng việc chú giải

vai nghĩa cho các động từ gồm ID ngữ cảnh và tham tố của nó được gán nhãn

vai nghĩa. PropBank chú giải ngữ nghĩa cho khoảng 40,000 câu trong tập dữ liệu

Penn Treebank.

d) Kho ngữ liệu gán nhãn ngữ nghĩa trừu tượng AMR

Mô hình biểu diễn ngữ nghĩa trừu tượng (AMR) [14], nắm bắt thông tin mô

tả “ai làm gì cho ai” trong câu. Các ngôn ngữ khác như tiếng Tây Ban Nha [120],

tiếng Hàn [24], tiếng Trung [73], . . . cũng đã xây dựng các kho AMR với số lượng

từ 1,000 đến 5,000 câu.

e) Kho ngữ liệu ngữ nghĩa UCCA

Mô hình biểu diễn ngữ nghĩa UCCA [7] chú giải sự khác biệt ngữ nghĩa và

hướng tới mục đích trừu tượng hóa cấu trúc cú pháp cụ thể. Kho dữ liệu có chú

giải UCCA gồm có 56,980 tokens, trong 148 đoạn văn từ các bài báo từ Wikipedia

tiếng Anh.

f) Kho ngữ liệu ngữ nghĩa dựa vào cú pháp phụ thuộc

Mô hình biểu diễn ngữ nghĩa dựa vào cú pháp phụ thuộc DCS [99] xây dựng

một hệ thống trả lời các câu hỏi từ ngôn ngữ tự nhiên bằng cách trình bày ngữ

nghĩa của nó dưới dạng một hình thức logic và tính toán các câu trả lời từ một

cơ sở dữ liệu có cấu trúc của các sự kiện.

g) Kho ngữ liệu ngữ nghĩa Groningen

Kho dữ liệu ngữ nghĩa Groningen (GMB) [58] bao gồm các văn bản tiếng Anh

như các bài báo, tạp chí, . . . với các biểu diễn cú pháp và biểu diễn ngữ nghĩa tương

ứng. GMB được phát triển bởi nhóm nghiên cứu của trường Đại học Groningen,

có phiên bản đa ngôn ngữ. Phiên bản cuối cùng gồm 10,000 văn bản với hơn 1

triệu từ loại.

1.5 Kết luận chương 1
Trong chương này, tác giả đã trình bày các kiến thức cơ sở cho luận án, cụ thể

là:

• Những vấn đề cơ bản về phân tích cú pháp và ngữ nghĩa: cú pháp thành

phần, cú pháp phụ thuộc, biểu diễn và phân tích ngữ nghĩa.

• Các phương pháp phân tích cú pháp và ngữ nghĩa.

• Các tiêu chuẩn xây dựng và chuẩn hoá biểu diễn tài nguyên ngôn ngữ.

• Các tài nguyên ngôn ngữ
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Chương 2

XÂY DỰNG TÀI NGUYÊN VÀ CÔNG CỤ CHÚ GIẢI

NGỮ PHÁP TIẾNG VIỆT

Chương này sẽ trình bày chi tiết các bước xây dựng các kho ngữ liệu cú pháp

phụ thuộc, cú pháp thành phần và thuật toán chuyển đổi giữa hai kho ngữ liệu

này cho tiếng Việt.

2.1 Kho ngữ liệu phân tích cú pháp phụ thuộc cho tiếng

Việt (viDependencyTreebank)

2.1.1 Xây dựng tập nhãn cú pháp phụ thuộc tiếng Việt

Luận án thực hiện rà soát và xây dựng toàn bộ bộ nhãn phụ thuộc, xây dựng

một bộ gồm 84 nhãn (40 nhãn chính và 44 nhãn con) dành cho tiếng Việt, dựa

vào hướng dẫn gán nhãn của Phụ thuộc đa ngôn ngữ1 phiên bản 2.11. Cụ thể các

nhãn được mô tả trong Tài liệu hướng dẫn gán nhãn2.

2.1.2 Kho ngữ liệu cú pháp phụ thuộc tiếng Việt

Kho ngữ liệu cú pháp phụ thuộc tiếng Việt đã xây dựng được mô tả trong

Bảng 2.1.

Bảng 2.1: Một số thống kê trên bộ dữ liệu cú pháp phụ thuộc tiếng Việt.

Dữ liệu Số câu
Độ dài
<30

Độ dài
30-50

Độ dài
>50

Độ dài

Trung bình

Bộ huấn luyện Package1 5,069 4,882 159 28 14.40

Bộ huấn luyện Package2 3,083 1,942 1,005 136 24.96

Dữ liệu kiểm thử VLSP 2020 1,123 852 229 42 23.29

Dữ liệu kiểm thử mới 573 573 0 0 7.1

2.1.3 Thử nghiệm một số thuật toán phân tích cú pháp phụ thuộc

a) Xây dựng mô hình phân tích cú pháp phụ thuộc tiếng Việt

Luận án đã phát triển 8 mô hình để phân tích cú pháp phụ thuộc tiếng Việt, 6

mô hình trong số đó được xây dựng dựa vào mô hình deep bi-affine [38] và hai mô

hình còn lại dựa trên mô hình con trỏ ngăn xếp (Stack pointer) [85]. Trong thực

nghiệm, chúng tôi sử dụng nhiều biểu diễn phân bố từ khác nhau như Word2vec

1https://universaldependences.org/u/dep/index.html
2https://drive.google.com/file/d/1yEav7Nt4aw6wZvCiYb6rMxOZV9hiPoy-/view
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[118], PhoBERT-base và PhoBERT-large [31], BARTPho [93] và XLM-RoBERTa

[27], bên cạnh các phương pháp huấn luyện đa dạng kết hợp nhãn POS hoặc loại

trừ chúng.

b) Độ đo đánh giá

Các mô hình phân tích cú pháp phụ thuộc được đánh giá bằng độ đo LAS

(Labeled Attachment Score) và UAS (Unlabeled Attachment Score).

c) Đánh giá kết quả

Sau khi thử nghiệm các mô hình đã xây dựng, kết quả thu được là mô hình

Deep-biaffine sử dụng PhoBERT đạt được độ chính xác cao nhất là 85.05%. Ngoài

việc thử nghiệm với dữ liệu đã tách từ và gán nhãn từ loại, luận án còn thử nghiệm

một số kịch bản khác như: dữ liệu đầu vào là dữ liệu thô, huấn luyện chỉ trên các

nhãn phụ thuộc chính để so sánh các kết quả đạt được.

d) Thảo luận

Các yếu tố độ dài

Trong tiếng Việt, câu ngắn có độ chính xác cao hơn câu dài khoảng 2%.

Các yếu tố đồ thị

Luận án tập trung vào việc thống kê các lỗi liên quan tới khoảng cách đến gốc.

Hầu hết các độ đo đều cao nhất với khoảng cách là 2 và 3.

Các yếu tố ngôn ngữ

Đối với các loại phụ thuộc, có thể thấy một số kiểu phụ thuộc phổ biến và

không bị nhầm lẫn với các trường hợp khác như root, obj, nsubj, case, cc, conj,

advmod sẽ có độ chính xác cao.

2.2 Kho ngữ liệu cú pháp thành phần cho tiếng Việt

2.2.1 Xây dựng tập nhãn cú pháp thành phần tiếng Việt

Việc xây dựng tập nhãn Viettreebank sẽ được thực hiện trên các phần: nhãn

từ loại, nhãn cụm từ, nhãn chức năng cú pháp và nhãn mệnh đề.

a) Tách từ

Đối với việc tách từ, ngoài những tiêu chuẩn và khái niệm cơ bản, có một số

thay đổi quan trọng được mô tả như: Đối với tên riêng, cụm từ (MWE).

b) Gán nhãn từ loại

Một số thay đổi trong nhãn từ loại như: nhãn X, nhãn Z, dấu câu. Một số

nhãn từ loại mới cũng được thêm vào để có thể nắm bắt những đặc trưng của

tiếng Việt: V:cop, V:mod, V:pass, ADJ:adv, ...
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c) Nhãn ngữ đoạn

Đối với nhãn cụm, luận án đã xây dựng và thêm vào một số nhãn mới, điều

này giúp cho việc phân biệt các cụm từ rõ ràng hơn.

d) Nhãn chức năng và nhãn mệnh đề

Tương tự như các nhãn trên, luận án cũng đã so sánh và xây dựng một số

nhãn chức năng và mệnh đề mới dựa vào tập nhãn tiếng Anh.

2.2.2 Kho ngữ liệu cú pháp thành phần tiếng Việt

Các văn bản sử dụng trong VCP 2023 được thu thập từ 4 nguồn chính: kho

ngữ liệu VTB, tập dữ liệu NER-VLSP 2021 [75], tập dữ liệu hồ sơ bệnh án điện

tử (EMR) và một tập nhỏ các câu từ tin tức y tế trực tuyến. Bảng 2.1 thống kê

các thông số trong tập dữ liệu VCP 2023 đã được xây dựng.

Bảng 2.2: Thống kê dữ liệu VCP 2023.

Nhãn DL huấn luyện DL kiểm thử 1 DL kiểm thử 2

Số câu 8,242 500 1,020

Độ dài trung bình 21 19 20
VP 31,800 1,933 4,017
NP 49,437 3,048 5,735
AP 5,980 440 974
PP 10,054 624 1,434
RP 948 27 180
WHADVP 56 3 16

2.2.3 Khảo sát các công cụ phân tích cú pháp thành phần cho tiếng

Việt

Kết quả của các mô hình phân tích cú pháp thành phần được mô tả trong

Bảng 2.3.

2.3 Thuật toán chuyển từ phân tích cú pháp thành phần

sang cú pháp phụ thuộc
Luận án thực hiện xây dựng các luật để chuyển từ cú pháp thành phần sang

cú pháp phụ thuộc và ngược lại.

2.3.1 Từ cú pháp thành phần sang cú pháp phụ thuộc

a) Xây dựng luật xác định từ trung tâm

Luận án đã xây dựng một bộ luật để tìm ra trung tâm của cụm từ dựa vào

nghiên cứu [91]. Các luật xác định từ trung tâm (headrules) đã được cập nhật

(sửa luật, thay thế nhãn) để phù hợp với tập nhãn trong kho ngữ liệu tiếng Việt

hiện tại. Tập luật xác định từ trung tâm gồm có 21 luật.
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Bảng 2.3: Kết quả của các mô hình phân tích cú pháp thành phần.

STT Mô hình DL huấn
luyện

Word Embed-
ding

Tối ưu
hoá

F1

1 Mô hình CRF
hai giai đoạn

8,160 xlm-roberta-
large, PhoBERT
large

AdamW 83.46%

2 Mô hình mạng
nơ-ron dựa vào
phân tích cú
pháp và tách từ
Stanza

8,160 PhoBERT large AdaDelta,
Madgrad

83.93%

3 Mô hình mạng
nơ-ron sử
dụng Attach-
juxtapose

8,242 Word2vec,
PhoBERT base,
large

AdamW 86.15%

4 Mô hình HPSG
kết hợp với
Stanza-tagger

8,242 PhoBERT large AdaDelta,
Madgrad

90.15%

b) Xây dựng luật xác định nhãn phụ thuộc

Sau khi đã xác định được các từ trung tâm, có nghĩa là đã xác định được hai

từ trong một câu có mối quan hệ, thì việc tiếp theo chính là đặt tên cho mối quan

hệ đó. Luận án đã xây dựng được bộ luật gồm khoảng 60 luật để xác định nhãn

phụ thuộc của một mối quan hệ trong câu.

c) Kết quả

Kết quả của công cụ chuyển đổi từ CPTP sang CPPT được thực hiện trên

5,908 câu được mô tả trong Bảng 2.4.

Bảng 2.4: Kết quả chuyển cú pháp thành phần sang cú pháp phụ thuộc.

Số câu LAS UAS
5,908 52.63% 66.20%

2.3.2 Từ cú pháp phụ thuộc sang cú pháp thành phần

a) Xây dựng thuật toán

Luận án đã nghiên cứu và xây dựng được một bộ luật gồm 22 nhãn DP cần

phải thêm nhãn cụm cho CP. Và khi chuyển đổi từ DP sang CP, có 14 nhãn DP

cần được đánh dấu trọng tâm (-H) để đảm bảo tính chính xác và rõ ràng trong

việc phân tích.

b) Kết quả

Luận án đã thực nghiệm công cụ chuyển từ CPPT sang CPTP với bộ dữ liệu

gồm 8,152 câu tiếng Việt. Kết quả cụ thể được mô tả trong Bảng 2.5.
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Bảng 2.5: Kết quả chuyển cú pháp phụ thuộc sang cú pháp thành phần.

Kịch bản Precision Recall F1-score

Đánh giá thô 88.12% 74.66% 80.83%

Đánh giá chính xác 82.25% 71.04% 76.23%

2.4 Kết luận chương 2

Chương này trình bày quá trình xây dựng kho ngữ liệu cú pháp phụ thuộc và

cú pháp thành phần cho tiếng Việt theo hướng tiếp cận đối sánh đa ngữ, phát

triển và khảo sát các thuật toán phân tích cú pháp. Cuối cùng, luận án đề xuất

thuật toán chuyển đổi giữa hai kho ngữ liệu và đánh giá kết quả đạt được.
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Chương 3

XÂY DỰNG TÀI NGUYÊN VÀ CÔNG CỤ CHÚ GIẢI

NGỮ NGHĨA TIẾNG VIỆT

Chương này sẽ trình bày về việc xây dựng tài nguyên và công cụ chú giải ngữ

nghĩa tiếng Việt.

3.1 Kho ngữ liệu có gán nhãn vai nghĩa cho tiếng Việt

theo cách tiếp cận liên ngữ

Việc xây dựng được tập nhãn vai nghĩa cho tiếng Việt được thực hiện dựa vào

nhãn PropBank tiếng Anh, quy trình xây dựng kho ngữ liệu gán nhãn vai nghĩa

[10] và các phiên bản PropBank của tiếng Việt trước đó. Bộ nhãn được xây dựng

bao gồm 42 nhãn, được mô tả chi tiết trong Tài liệu gán nhãn PropBank1.

Ngoài ra, việc xây dựng kho ngữ liệu có gán nhãn vai nghĩa còn được thực hiện

dựa vào việc dóng hàng các khung PropBank từ tiếng Việt sang tiếng Anh. Kho

ngữ liệu có gán nhãn vai nghĩa cho tiếng Việt đã được xây dựng gồm có 2,570

câu, từ hai tập dữ liệu Hoàng tử bé và Viettreebank, mô tả chi tiết trong Bảng

3.1.

Bảng 3.1: Thống kê trên từng tập dữ liệu trong PropBank.

Nhãn Hoàng Tử Bé Viettreebank

Số câu 1,570 1,000

Số từ 18,096 13,968

Vị từ (động từ) 2,278 2,018

Số lượng nhãn vai nghĩa 15,537 14,654

Tập nhãn 42 30

3.2 Mô hình biểu diễn và phân tích ngữ nghĩa cho tiếng

Việt

3.2.1 Các mô hình vai nghĩa và mô hình biểu diễn ngữ nghĩa

Nhiều mô hình gán nhãn vai nghĩa đã được các nhóm nghiên cứu phát triển

nhằm phục vụ cho các mục tiêu biểu diễn và phân tích ngữ nghĩa, điển hình là

các mô hình như FrameNet, PropBank, và VerbNet. Mỗi mô hình có một cách

1https://docs.google.com/document/d/1g9PEDe2qgQ7jnTMkKzOX8dWUQURP87fP/edit
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tiếp cận và mức độ chi tiết riêng biệt trong việc chú giải vai nghĩa, phản ánh các

khía cạnh ngữ nghĩa của ngôn ngữ ở các cấp độ khác nhau. Luận án lựa chọn mô

hình vai nghĩa LIRICS [98] và AMR [14] là cơ sở để xây dựng mô hình biểu diễn

ngữ nghĩa cho tiếng Việt.

3.2.2 Xây dựng tập nhãn ngữ nghĩa tiếng Việt

Luận án đã lựa chọn AMR2 là cơ sở để xây dựng mô hình biểu diễn ngữ nghĩa

cho tiếng Việt. Luận án đã xây dựng mô hình gồm 18 vai chính, 71 vai phụ, 17

nhãn về thời gian, địa điểm và 4 nhãn về câu. Hướng dẫn gán nhãn chi tiết trong

tệp: Hướng dẫn gán nhãn AMR tiếng Việt3.

3.2.3 Xây dựng công cụ gán nhãn ngữ nghĩa cho tiếng Việt

Để xây dựng kho ngữ liệu biểu diễn ngữ nghĩa trừu tượng AMR cho tiếng Việt,

luận án đã xây dựng ứng dụng web 4 để có thể gán nhãn dữ liệu một cách nhanh

chóng và chính xác.

3.2.4 Kho ngữ liệu gán nhãn ngữ nghĩa cho tiếng Việt

Hiện tại, luận án đã xây dựng được kho ngữ liệu gán nhãn ngữ nghĩa cho tiếng

Việt gồm 1,570 câu từ tiểu thuyết Hoàng Tử Bé. Kho ngữ liệu được gán nhãn

bán thủ công trên công cụ chuyển đổi (dựa vào luật) và công cụ gán nhãn đã xây

dựng trước đó.

Một số thống kê về tập nhãn của kho ngữ liệu được mô tả trong Bảng 3.2.

Bảng 3.2: Thống kê 20 nhãn xuất hiện nhiều nhất trong kho dữ liệu ngữ nghĩa tiếng Việt.

Nhãn Số lần xuất hiện Nhãn Số lần xuất hiện
mod 1,376 polarity 341
agent 1,193 domain 338
theme 655 op2 330
compound 522 manner 309
quant 481 op1 296
classifier 433 patient 289
pivot 415 time 276
degree 412 and 247
topic 383 poss 236
polarity 341 tense 177

2https://github.com/amrisi/amr-guidelines/blob/master/amr.md
3https://docs.google.com/document/d/14t6DAZjwEkhXoJHFY6GVVpScFrZLgdzf/edit?usp=sharing&

ouid=117154363694742364830&rtpof=true&sd=true
4https://amr.hpda.vn/login
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3.3 Xây dựng mô hình phân tích ngữ nghĩa cho tiếng

Việt

Với bài toán sinh biểu diễn ngữ nghĩa cho văn bản tiếng Việt, luận án đã thực

hiện viết các prompt cho 2 mô hình ngôn ngữ lớn là Gemini và GPT-4, đồng thời

để các mô hình học theo cả ba cách zero-shot, one-shot và few-shot.

Luồng công việc sử dụng mô hình ngôn ngữ lớn sinh biểu diễn ngữ nghĩa cho

tiếng Việt được mô tả cụ thể trong Hình 3.1.

Hình 3.1: Mô hình ngôn ngữ lớn sinh biểu diễn ngữ nghĩa cho tiếng Việt.

3.3.1 Các độ đo đánh giá

Hệ thống gán nhãn vai nghĩa và phân tích ngữ nghĩa được đánh giá dựa trên

độ chính xác (P), độ bao phủ (R), và F1 − score (với P và R được định nghĩa

riêng cho từng bài toán).

3.3.2 Kết quả

a) Mô hình gán nhãn vai nghĩa

Mô hình GPT-4 được áp dụng để gán nhãn vai nghĩa cho tiếng Việt, sử dụng

phương pháp few-shot. Kết quả được thể hiện trong Bảng 3.3.

Bảng 3.3: Kết quả đánh giá mô hình ngôn ngữ lớn gán nhãn vai nghĩa cho tiếng Việt.

Độ đo Loại Precision Recall F1

conll09-head Predicate 78.18% 78.18% 78.18%
conll09-head ArgumentHead 53.99% 41.67% 47.04%
conll05-span ArgumentSpan 50.13% 28.36% 36.22%

b) Mô hình phân tích ngữ nghĩa

Ngoài việc xây dựng prompt cho các mô hình ngôn ngữ lớn, luận án còn thử

nghiệm mô hình Ensemble [71] đã xây dựng cho tiếng Anh với dữ liệu tiếng Việt,
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gọi tên là ViBART. Luận án đã huấn luyện lại mô hình này trên kho dữ liệu biểu

diễn ngữ nghĩa tiếng Việt và sử dụng biểu diễn phân bố từ BARTPho [93]. Kết

quả chi tiết được mô tả trong Bảng 3.4.

Bảng 3.4: Kết quả sinh biểu diễn ngữ nghĩa tiếng Việt.

STT Mô hình Prompt Smatch (F1) Số câu lỗi

1 ViBART - 55.90% 0

2 GPT-4

Zero-shot 10% 16

One-shot 47.88% 0

5-shot 55.36% 0

Few-shot 53.25% 0

3 Gemini

Zero-shot 16% 12

One-shot 46.44% 1

5-shot 57.72% 0

Few-shot 54.90% 1

3.4 Kết luận chương 3

Chương này đã trình bày quá trình xây dựng kho ngữ liệu gán nhãn vai nghĩa

và mô hình chú giải ngữ nghĩa cho tiếng Việt theo hướng tiếp cận liên ngữ. Kho

ngữ liệu đã xây dựng được bao gồm 2,570 câu có gán nhãn vai nghĩa và 1,570 câu

có gán nhãn ngữ nghĩa. Bên cạnh đó, luận án đã phát triển một công cụ hỗ trợ

gán nhãn ngữ nghĩa và thử nghiệm xây dựng mô hình phân tích ngữ nghĩa cho

tiếng Việt, đồng thời so sánh kết quả với các mô hình ngôn ngữ lớn hiện có. Mặc

dù kết quả đạt được còn khiêm tốn, nhưng đây là mô hình biểu diễn ngữ nghĩa

sâu đầu tiên dành riêng cho tiếng Việt. Kho ngữ liệu gán nhãn và các mô hình

được phát triển trong luận án sẽ là nền tảng quan trọng cho các nghiên cứu sâu

hơn về ngữ nghĩa trong tiếng Việt.
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Chương 4

XÂY DỰNG MẠNG ĐỘNG TỪ TIẾNG VIỆT

Ở chương này, luận án sẽ trình bày những nghiên cứu và các công việc cụ thể

để xây dựng VerbNet cho tiếng Việt (viVerbNet).

4.1 Từ điển tiếng Việt cho máy tính VCL

Đối với tiếng Việt, từ điển tiếng Việt cho máy tính VCL [94] là một tài nguyên

từ vựng duy nhất và hữu ích trong nghiên cứu ngữ pháp, ngữ nghĩa. Luận án thực

hiện khảo sát và so sánh VCL với VerbNet theo các tiêu chuẩn: về cách thức tổ

chức, về các thông tin biểu diễn (thông tin hình thái, cú pháp, khung vị từ, vai

nghĩa, ràng buộc lựa chọn, ràng buộc cú pháp và vị từ ngữ nghĩa). Những thông

tin biểu diễn trong VCL được sử dụng để xây dựng viVerbNet.

4.2 Phương pháp xây dựng viVerbNet

Luận án đã thực hiện phân cụm động từ tiếng Việt thành các nhóm động từ.

Động từ sẽ được trích xuất từ VCL, sau đó tìm kiếm trong kho ngữ liệu để lấy

ngữ cảnh. Khi đã có ngữ cảnh của các động từ, luận án sử dụng một số mô hình

biểu diễn véctơ từ (word embedding) đã được huấn luyện bằng các ngữ liệu tiếng

Việt để sinh véc tơ từ cho các động từ này, đây sẽ là đầu vào cho các thuật toán

phân cụm. Sau khi phân cụm động từ, luận án sử dụng các thông tin ngữ pháp

tiếng Việt, kết hợp với trích xuất một số thông tin từ các kho ngữ liệu chú giải cú

pháp và ngữ nghĩa tiếng Việt, đồng thời ánh xạ VerbNet tiếng Anh để xây dựng

các thành phần của một cụm động từ: khung cú pháp, vai nghĩa, ràng buộc lựa

chọn, ràng buộc cú pháp và vị từ ngữ nghĩa.

4.2.1 Biểu diễn véc-tơ từ

Luận án sử dụng véc tơ biểu diễn từ làm đầu vào cho bài toán phân cụm động

từ tiếng Việt: Mô hình Word2vec[87] [118], Mô hình PhoBERT [31].

4.2.2 Phân cụm động từ tiếng Việt

Đối với bước phân cụm động từ, hai thuật toán được sử dụng là K-means và

HCA. Luận án chọn 1,000 làm số lượng các cụm.
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4.3 Xây dựng các thành phần của viVerbNet

4.3.1 Vai nghĩa

Luận án sử dụng 24 vai nghĩa từ Propbank tiếng Việt và 29 vai nghĩa LIRICS

như một cơ sở để phát triển các vai nghĩa cho viVerbNet.

4.3.2 Ràng buộc lựa chọn

Luận án sử dụng những ràng buộc lựa chọn để chỉ ra sự tồn tại (+) hoặc không

tồn tại (-) của các thuộc tính ngữ nghĩa như [concrete], [animate], [organization],

... Các toán tử logic (| (hoặc) và & (và)) được sử dụng để kết hợp nhiều hạn chế.

4.3.3 Khung cú pháp và ràng buộc cú pháp

Khung cú pháp trong VerbNet mô tả ngắn gọn cấu trúc bề mặt của các thành

phần cấu thành câu. Nó bao gồm các vai nghĩa tương ứng với các tham thể, động

từ chính và các ràng buộc về cú pháp. Luận án sẽ đối chiếu điểm khác biệt đó

đồng thời đưa ra các lý giải, giải pháp để xây dựng viVerbNet.

4.3.4 Vị từ ngữ nghĩa

Các vị từ ngữ nghĩa biểu thị mối quan hệ giữa tham thể và các sự kiện để biểu

thị ý nghĩa chính của câu. Thông tin ngữ nghĩa cho các động từ trong VerbNet

được thể hiện dưới dạng kết hợp của các các vị từ ngữ nghĩa, chẳng hạn như vị

từ ngữ nghĩa chung (chuyển động (motion), liên hệ (contact), truyền đạt thông

tin (transfer_info), ...), vị ngữ (Prep, Adv, và Pred), vị ngữ cụ thể; vị ngữ cho

nhiều sự kiện.

Đối với thành phần ngữ nghĩa trong viVerbNet, luận án sử dụng cùng một tập

hợp các vị từ ngữ nghĩa như VerbNet. Tập hợp vị từ ngữ nghĩa của VerbNet tiếng

Anh được luận án đồng sử dụng trong viVerbNet có khoảng 153 nhãn vị từ ngữ

nghĩa.

4.4 Công cụ gán nhãn mạng động từ tiếng Việt

Để việc gán nhãn các lớp động từ trong tiếng Việt được đơn giản và đỡ tốn

thời gian, công sức, luận án đã thiết kế công cụ gán nhãn mạng động từ tiếng

Việt. Công cụ này được xây dựng để có thể sử dụng các kết quả từ các nghiên

cứu trước đó, giúp việc gán nhãn các lớp động từ tiếng Việt nhanh gọn và chính

xác hơn.
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4.5 Ví dụ một cụm động từ trong viVerbNet

Để làm rõ việc xây dựng viVerbNet, luận án sẽ mô tả kĩ về một cụm động từ

đã xây dựng đầy đủ các thành phần. Cụm động từ được lựa chọn được mô tả

trong Bảng 4.1.

Bảng 4.1: Nhóm động từ “học” trong viVerbNet.

STT Nhóm
động từ

Lớp Lớp con Chi tiết

1 Nghĩa “học” học-1

học-1.1 học, học hành, học tập,
luyện tập, luyện,
ôn, ôn luyện, ôn tập, tập
luyện

học-1.2 bắt chước, học lỏm, nhái,
nhại

học-1.3 học hỏi, chắt lọc, định hình,
lĩnh hội, lãnh hội,
rèn giũa, mài giũa, thu nạp,
tích lũy, tiếp thụ,
trau dồi

4.5.1 Vai nghĩa

Các vai nghĩa trong lớp này gồm có: đối tượng học (Agent), nguồn truyền đạt

(Source), nội dung (Topic).

Role: Agent [+animate], Topic, Source

4.5.2 Ràng buộc lựa chọn

Về ràng buộc lựa chọn cho vai nghĩa, lớp “learn-14” trong VerbNet sử dụng

duy nhất một ràng buộc [+animate]/[+tính động].

Role: Agent [+human], Topic, Source

4.5.3 Khung cú pháp và ràng buộc cú pháp

Khung cú pháp và ràng buộc của lớp “learn-14” và các lớp con của nó được

biểu diễn như sau:

• learn-14

(1) NP V NP PP. source

syntax Agent V Topic from Source
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4.5.4 Vị từ ngữ nghĩa

Các vị từ được sử dụng: vị từ chung “Transfer_infor” và vị từ quá trình “Dur-

ing(E)”. Các ngữ nghĩa của lớp “học-1” và các lớp con được biểu thị như sau:

• Agent V Topic from Source: Tôi học tiếng Anh từ anh trai

Transfer_info(During(E), Source, Agent, Topic)

• Agent V from Source: Tôi học từ anh trai tôi

Chi tiết về các cụm động từ được mô tả trong Dữ liệu phân cụm động từ của

Luận án1.

4.6 Kết luận chương 4

Chương này đã trình bày chi tiết về quá trình xây dựng mạng động từ viVerb-

Net cho tiếng Việt, một hệ thống nhằm phân loại và nhóm các động từ theo ngữ

nghĩa và cú pháp một cách có hệ thống. Trước tiên, việc khảo sát kho từ vựng

VCL và VerbNet đã được thực hiện, tiếp theo là quá trình phân cụm các động

từ trong VCL và xây dựng được 100 cụm động từ cơ bản cho tiếng Việt. Mỗi

cụm động từ đều được phát triển đầy đủ với các thành phần quan trọng như vai

nghĩa, khung cú pháp với các ràng buộc cú pháp và ngữ nghĩa, thông tin về vị từ

ngữ nghĩa. Mặc dù kết quả này vẫn chưa bao quát hết toàn bộ các động từ tiếng

Việt, nhưng đã đặt nền móng quan trọng cho việc xây dựng hệ thống mạng động

từ trong tương lai, hỗ trợ cho việc phát triển các mô hình biểu diễn và phân tích

ngữ nghĩa sâu hơn trong ngữ cảnh tiếng Việt.

1https://drive.google.com/drive/folders/1LeJyKHHBuv_JwwN8V2njmXh9c5g4t8oG?usp=sharing
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KẾT LUẬN

Luận án tập trung nghiên cứu các phương pháp biểu diễn và phát triển ngữ liệu,

công cụ cho bài toán phân tích cú pháp và ngữ nghĩa tiếng Việt. Cụ thể, luận án đã có

những đóng góp cơ bản về hai hướng chính:

• Xây dựng các tài nguyên ngôn ngữ, gồm các lược đồ chú giải, hướng dẫn chú giải

và kho ngữ liệu có chú giải theo lược đồ đã thiết kế:

– Cú pháp phụ thuộc: Trên cơ sở tập nhãn cú pháp phụ thuộc tiếng Việt đã

xây dựng trong giai đoạn trước, luận án tiến hành cập nhật, thiết kế lại và

chỉnh sửa tập nhãn cũng như hướng dẫn chú giải theo phiên bản 2.0 của Dự

án cú pháp phụ thuộc phổ quát (Universal Dependency - UD). Ngoài ra, một

số nhãn mới đã được bổ sung để phản ánh đặc trưng ngữ pháp riêng của tiếng

Việt như hiện tượng danh từ hóa động từ, tổ hợp từ và các cấu trúc bổ ngữ.

Sau đó, luận án tiến hành thu thập và xây dựng kho ngữ liệu từ nhiều nguồn

khác nhau như kho ngữ liệu VietTreebank, tiểu thuyết Hoàng tử bé, các đánh

giá dịch vụ (nhà hàng, khách sạn), và các bài báo điện tử. Kho ngữ liệu phụ

thuộc – với hơn 9,000 câu (trong đó 3,000 câu đã được tích hợp vào kho UD

hồi tháng 11 năm 2022) đã được chú giải theo quy trình chuẩn hóa, đảm bảo

chất lượng và tính nhất quán. Độ đồng thuận giữa các chuyên gia gán nhãn

đạt 91% cho thấy độ chính xác và tin cậy cao của ngữ liệu được xây dựng.

Kho ngữ liệu này cùng với tài liệu hướng dẫn chi tiết đã được công khai trên

GitHub2 và sử dụng trong cuộc thi về phân tích cú pháp phụ thuộc tiếng Việt

tại hội thảo về Xử lí ngôn ngữ tự nhiên và tiếng nói tiếng Việt (VLSP 2020).

– Cú pháp thành phần: Kế thừa kho ngữ liệu cú pháp thành phần Viettreebank,

luận án thực hiện việc rà soát, cập nhật và chuẩn hoá các nhãn cú pháp thành

phần cũng như tài liệu hướng dẫn chú giải để có một bộ nhãn phù hợp với

các nghiên cứu đối sánh đa ngữ. Trên cơ sở đó, kho ngữ liệu gồm hơn 9,000

câu đã được cập nhật theo tập nhãn mới với độ đồng thuận của các nhà chú

giải lên tới 94% cho thấy kho ngữ liệu được xây dựng tỉ mỉ, chính xác và có

độ tin cậy cao. Kho ngữ liệu này đã được công khai và sử dụng trong cuộc thi

về phân tích cú pháp thành phần tiếng Việt tại hội thảo về Xử lý ngôn ngữ

tự nhiên và tiếng nói tiếng Việt (VLSP 2022 và VLSP 2023).

– Ngữ nghĩa nông (Vai nghĩa): Tập nhãn vai nghĩa cho tiếng Việt xây dựng

trước đó đã được cập nhật và chỉnh sửa tương thích với khung chú giải vai

nghĩa trong dự án Universal Proposition Bank 2.0. Tập nhãn này đã được sử

2https://github.com/vietnamesedp/Thesis
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dụng để xây dựng kho ngữ liệu tiếng Việt có chú giải vai nghĩa gồm 2,570 câu.

– Ngữ nghĩa sâu: Luận án đã thiết kế một mô hình biểu diễn ngữ nghĩa cho

tiếng Việt dựa vào mô hình ngữ nghĩa trừu tượng của tiếng Anh (AMR) và

tập hợp vai nghĩa LIRICS được thiết kế hướng chuẩn ISO. Mô hình này cho

phép mô tả đầy đủ và chi tiết các thông tin ngữ nghĩa, không chỉ chú trọng

các vị từ như động từ, tính từ, danh từ, động từ tình thái mà còn làm rõ các

vai nghĩa chính (tác thể, bị thể, . . . ) và các vai phụ (mức độ, công cụ, đích

đến, địa điểm, . . . ). Một điểm nổi bật của mô hình là khả năng biểu diễn các

đặc trưng riêng của tiếng Việt, như danh từ hóa động từ, ngữ nghĩa thời gian,

và đặc biệt là quan hệ đồng sở chỉ vượt ra ngoài phạm vi câu, mở rộng đến

cấp đoạn văn. Kho ngữ liệu gán nhãn ngữ nghĩa tiếng Việt3 được xây dựng

gồm 1,570 câu từ tiểu thuyết Hoàng tử bé, tuân thủ chặt chẽ quy trình chuẩn

trong việc xây dựng dữ liệu. Đặc biệt, chất lượng gán nhãn được đảm bảo

thông qua việc đánh giá và đạt được độ đồng thuận cao giữa các chuyên gia.

– Mạng động từ tiếng Việt: Sau khi xây dựng các kho ngữ liệu và mô hình phân

tích cú pháp và ngữ nghĩa, luận án tiếp tục nghiên cứu và xây dựng mạng

động từ tiếng Việt. Dựa trên kết quả phân cụm, luận án đã lựa chọn 100 cụm

động từ tiêu biểu và xây dựng một mạng động từ tiếng Việt (viVerbNet) với 5

thành phần chính là vai nghĩa, ràng buộc lựa chọn, khung cú pháp, ràng buộc

cú pháp và vị từ ngữ nghĩa. Các lớp động từ này được ánh xạ sang VerbNet

tiếng Anh, qua đó tạo dựng một sự kết nối vững chắc giữa các tài nguyên ngữ

nghĩa song ngữ, mở ra cơ hội tích hợp tiếng Việt vào các hệ thống xử lý ngôn

ngữ tự nhiên đa ngữ.

• Về phương pháp và mô hình cho phân tích tiếng Việt, luận án đã thực hiện những

công việc sau:

– Đánh giá, so sánh các mô hình véc-tơ từ huấn luyện sẵn cho tiếng Việt và một

số phương pháp hiện đại để cải tiến hiệu quả của bài toán phân tích cú pháp.

Cụ thể, với cú pháp thành phần, kết quả tốt nhất đạt F1 = 90.15% với mô hình

HPSG kết hợp với công cụ gán nhãn Stanza. Đối với cú pháp phụ thuộc, mô

hình Deep bi-affine sử dụng PhoBERT đạt LAS = 78.05% và UAS = 85.27% -

kết quả tốt nhất khi huấn luyện và kiểm thử trên kho ngữ liệu cú pháp phụ

thuộc đã được xây dựng.

– Xây dựng công cụ chuyển đổi giữa cú pháp thành phần và cú pháp phụ thuộc,

hỗ trợ quá trình gán nhãn dữ liệu: Thuật toán chuyển đổi từ cú pháp thành

3https://github.com/vietnamesedp/Thesis/tree/main/MeaningRepresentation

22

https://github.com/vietnamesedp/Thesis/tree/main/MeaningRepresentation


phần sang cú pháp phụ thuộc được xây dựng dựa vào thuật toán xác định từ

trung tâm kết hợp với các luật mới được xây dựng để xác định các nhãn phụ

thuộc, đạt kết quả LAS = 52.63% và UAS = 66.20%. Với chiều ngược lại, thuật

toán chuyển đổi thực hiện xác định các cụm từ trong câu, sau đó xây dựng các

luật gán nhãn thành phần cho các cụm này, đạt kết quả F1 = 80.83%. Công

cụ này cho phép linh hoạt chuyển đổi giữa hai cách biểu diễn ngữ pháp, được

sử dụng trong việc xây dựng kho ngữ liệu, giúp giảm thời gian và tiết kiệm

công sức của các chuyên gia chú giải.

– Phát triển và đánh giá các thuật toán phân cụm động từ tiếng Việt: Các

thuật toán phân cụm được thực hiện trên hơn 12,000 nghĩa của động từ trích

từ từ điển tiếng Việt cho máy tính VCL, nhằm nhóm các động từ thành các

cụm có chung những đặc điểm về ngữ pháp, ngữ nghĩa. Thuật toán phân cụm

K-means đã được thử nghiệm chi tiết với nhiều kịch bản khác nhau, bao gồm

thay đổi số lượng cụm, các mô hình véc tơ từ và các câu ngữ cảnh của động

từ.

– Thử nghiệm áp dụng các mô hình ngôn ngữ lớn như GPT-4 và Gemini cho

nhiệm vụ gán nhãn vai nghĩa và phân tích ngữ nghĩa tiếng Việt. Kết quả cho

thấy các mô hình đạt độ chính xác từ 47% đến 58% trên cả hai bài toán, phản

ánh tiềm năng ứng dụng của các mô hình này trong xử lý ngôn ngữ tự nhiên.

Những kết quả này không chỉ minh chứng cho hiệu quả ban đầu của các mô

hình ngôn ngữ lớn đối với tiếng Việt, mà còn giảm thiểu chi phí và công sức

gán nhãn thủ công, đồng thời thúc đẩy quá trình phát triển các ứng dụng

ngôn ngữ thông minh trong thực tiễn.

Trong tương lai, các hướng phát triển của luận án tập trung vào:

• Tiếp tục phát triển và mở rộng các kho ngữ liệu ngữ nghĩa, chia sẻ và công bố

rộng rãi các tài nguyên này trong cộng đồng xử lý ngôn ngữ tiếng Việt: Luận án

sẽ tiếp tục mở rộng quy mô và phạm vi của kho ngữ liệu gán nhãn ngữ nghĩa cho

tiếng Việt, bổ sung thêm nhiều dạng ngữ nghĩa phức tạp và ngữ cảnh sử dụng.

Điều này không chỉ nhằm nâng cao khả năng bao phủ ngữ nghĩa trong thực tế mà

còn phục vụ nhu cầu huấn luyện và đánh giá các mô hình học máy, các mô hình

ngôn ngữ lớn trong các ứng dụng xử lý ngôn ngữ tự nhiên.

• Phát triển tiếp mạng động từ viVerbNet và tăng cường khả năng liên thông liên

ngữ: Việc tiếp tục hoàn thiện cấu trúc mạng viVerbNet, mở rộng số lượng lớp động

từ, và tinh chỉnh các thành phần như vai nghĩa, khung cú pháp và ràng buộc lựa

chọn là bước đi quan trọng để đảm bảo độ chính xác và tính khả dụng của kho
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ngữ liệu này. Bên cạnh đó, quá trình ánh xạ giữa viVerbNet và VerbNet tiếng Anh

sẽ được điều chỉnh kỹ lưỡng hơn nhằm xử lý hiệu quả các khác biệt về cú pháp và

ngữ nghĩa giữa hai ngôn ngữ, từ đó tăng cường tính tương thích và khả năng tích

hợp tiếng Việt vào các hệ thống đa ngữ.

• Tinh chỉnh và khai thác các mô hình ngôn ngữ lớn cho các bài toán cú pháp và

ngữ nghĩa tiếng Việt: Luận án sẽ tiếp tục nghiên cứu và cải tiến các phương pháp

khai thác mô hình ngôn ngữ lớn (LLMs) như GPT-4, Gemini, . . . cho các tác vụ

phân tích cú pháp và ngữ nghĩa. Việc tinh chỉnh các mô hình này trên dữ liệu tiếng

Việt và tích hợp với các tài nguyên ngôn ngữ đã được xây dựng sẽ giúp nâng cao

chất lượng gán nhãn, giảm thiểu chi phí thủ công, đồng thời mở rộng khả năng

ứng dụng của các mô hình trong các hệ thống thực tế như dịch máy, tóm tắt văn

bản, hỏi đáp và trợ lý ảo.

• Cải thiện chất lượng kho ngữ liệu:

– Đánh giá và điều chỉnh sơ đồ chú giải để tăng tính nhất quán và khả năng sử

dụng lại. Xây dựng bộ tiêu chí đánh giá chất lượng chú giải và đề xuất các

công cụ hỗ trợ hiệu chỉnh bán tự động.

– Tiếp tục khảo sát và phân tích các hiện tượng ngôn ngữ đặc thù của tiếng

Việt trong ngữ liệu, từ đó đề xuất các biểu diễn ngữ nghĩa phù hợp hơn cho

các cấu trúc cú pháp–ngữ nghĩa độc đáo của tiếng Việt.

Tóm lại, luận án đã có những đóng góp quan trọng trong việc xây dựng một hệ thống

tài nguyên ngôn ngữ tiếng Việt phong phú, đa dạng và được chú giải ở mức độ sâu, tập

trung vào kho từ vựng động từ cùng các ngữ liệu chú giải cú pháp – ngữ nghĩa. Đồng

thời, luận án cũng đã tiến hành nghiên cứu, phát triển và đánh giá các công cụ phân

tích cú pháp và ngữ nghĩa tiên tiến, được tối ưu hóa phù hợp với đặc thù của tiếng Việt.

Việc công bố rộng rãi các tài nguyên và công cụ này không chỉ góp phần thúc đẩy sự

phát triển bền vững và lâu dài của lĩnh vực xử lý ngôn ngữ tự nhiên tiếng Việt, mà còn

tạo nền tảng vững chắc cho các hướng nghiên cứu tiếp theo trong tương lai.
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