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GIOI THIEU

Xt li ngon ngt ty nhién (Natural Language Processing - NLP) da thu hut
nhiéu st quan tam ctia cdc nhéom nghién citu trén thé giéi ngay tut khi may tinh
dién tit ra doi. Nhiéu phuong phap da duge phat trién dé giai quyét cac bai toan
phan tich cit phap va ngtt nghia, tit cic cach tiép can dya trén luat, cho dén cac
k{ thuat hoc may, dic biet 1a cac mo hinh hién dai st dung hoc sau va gan day
nhét 1a sy phét trién clia cAc mo6 hinh ngon ngit 16n. Trong hau hét nhing céch
tiép can dé giadi quyét bai toan ci phap va ngit nghia, viec xay dung tai nguyéen
ti viung va cac kho van ban c6 cht gidi ngon ngitt 14 vo ciing can thiét, cé gia tri

cao va tinh on dinh lau dai, déu dude dua trén quy trinh chuan héa.

Dong luc nghién ciu

Cac tai nguyen tit vung chita cac thong tin vé hinh thai tit, cdc khung ct phap,
ngl nghia, cic rang buoc va moi quan hé gita cac thanh phan cau véi tit ving do.
Mot s6 kho tit viung noi bat nhu: WordNet [41], 86], FrameNet [13]; hay VerbNet
[68]. Thuat ngt “ngan hang cay” (treebank) chi cac vin ban duge chi giai thong
tin tit loai, ct phap chi tiét, tao co sd cho cac bai toan phan tich ti, ct phap va
ngtt nghia. Vé ngit nghia, cdc mo hinh biéu dién va kho ngit litu c6 chu gidi ngit
nghia cling da vd dang dudce cac nhom nghién citu quan tam va phat trien dé cé
thé hinh thiic héa nghia clia ti, cau va doan vian. Cac kho ngit lieu c¢6 cha giai
ngit nghia tiéu biéu gom Propbank [67], AMR [14] hay cdc ngan hang ngit nghia
khac nhu Groningen - GMB [58], UCCA [7], . ...

Déi v6i tiéng Viet, viec phat trién kho tit vimng va cac kho ngit lieu c6 chu giai
ngt phap, ngit nghia ciing da dudc quan tam tit nhiéu ndm truée. Tai nguyén ti
ving dau tién duge xay dung tit nam 2006 14 Tit dién tiéng Viet cho may tinh [94]
(Vietnamese Computational Lexicon — VCL), kho tut vung WordNet tiéng Viet
[1], ngan hang cay cho tiéng Viet dugc xay dung tit nam 2009 1a Viettreebank
[101], cac ngan hang cay ci phap phu thudc véi nhimg tap nhan phu thudc riéng
clia ting nhom [30] 65, 92]. Ddi véi bai toan phan tich ngit nghia, mot tap nhan
vai nghia cting kho ngt licu gom 5,640 cau da duge xay dung [2].

Tinh cap thiét ctia dé tai
Cac nghién cttu vé ngit phap va ngit nghia tiéng Viet da dat duge nhitng thanh

tuu dang ké, tuy nhién vAn con nhiéu thach thic nhu: cdc bo nhan thanh phan



va phu thudc ctia cac nhém xay dung riéng, thiéu su théng nhat va chuan hoa,
nhiéu nghién ctu chua cung cap thong tin chi tiét vé qua trinh xay dung bo nhan,
quy trinh gan nhan di lieu. Vé ngit nghia, hién tai chua c6 mot mo hinh hay kho
ngt lieu nao duge gan nhan ngit nghia day du va toan dién cho tiéng Viet. Kho
ngtt lieu gan nhan vai nghia da xay dung chua dugc chuan hoa va lien két chit
ché véi cac kho ngit lieu khac, hiéu qua ciia cac mo hinh gan nhan vai nghia ciing

con kha han ché.

Muc tiéu nghién ctu

T tinh hinh trén, luan 4n nay diat muc tiéu nghién citu phat trien ngit lieu
ciing cac so do cha gidi, bao gom kho tit ving ciing nhu cac kho ngit lieu c6 chi
giai ct phap, ngit nghia, tuan theo cdc mo hinh chuan hoé tai nguyén ngén ngit
trén thé gisi. Song song vé6i xay dung ngit licu, luan 4n ciing danh gia, phét trién
cac cong cu phan tich ci phap va ngit nghia tiéng Viet, hd tr¢ qua lai cong viéc
xay dung ngt liéu.

Cu thé, nhiing cong viéc dudc thuc hién trong luan an dudgc mo ta chi tiét
trong Hinh .

Phin tich tir veng | : [

Ci phép
S thanh phin
Kh

Phin tich ci phap | [ Phin tich cii phap ] i o cay el phap

Ci phép
phu thude

Phin tich ngit nghia |

Hinh 1: Muc tiéu cua lugn an.

Pham vi nghién ciu
Dé dat dugc cac muc tiéu trén, luan an sé gidi quyét cac bai toan sau:
e Phan tich ct phap: Xay dung tap nhan ca phap, kho ngit lieu va phat trién
cac cong cu phan tich ct phap thanh phan, ct phap phu thuoc.
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e Phan tich ngit nghia cau: Xay dung tap nhan vai nghia, kho ngit liéu, xay
dyng mo hinh biéu dién ngit nghia cho van ban tiéng Viét, thit nghiem mot
s6 mo hinh phan tich ngt nghia cho tiéng Viét.

e Phan tich ngit nghia tit vung: Nghién ctiu va thiét ké, xay dung mang dong
tur (viVerbnet) cho tiéng Viegt.

Doéng gép cua luan an

Luan an da c6 nhitng déng gép co ban vé hai huéng chinh:

e Xay dung cac luge do cha gii va kho ngit licu: Ca phap phu thuoc (xay dung
lai tap nhan ca phap phu thuoc, kho ngtt ligu gom hon 9,000 cau), ci phap
thanh phan (r& soat, cap nhat va chuan hod cac nhan ci phap thanh phan va
tai lieu huéng dan gan nhan, xay dung kho ngtt lieu gom hon 9,000 cau), xay
dung kho ngtt lieu gan nhan vai nghia cho tiéng Viet (gom 2,570 cau), xay
dung mo hinh v huéng dan gan nhan ngtt nghia cho tiéng Viet dya vao mo
hinh ngit nghia tritu tugng cia tiéng Anh (AMR) va cac vai nghia LIRICS
[98]. Kho ngit lieu tiéng Viet gom c6 1,570 cau da duge xay dung.

e Vé phuong phap va mo hinh: Luan an da thi nghiém mot s6 mo hinh phan
tich ct phap phu thudc, khao sat cac phuong phap phan tich ca phap thanh
phan, va thao luan vé két qua dat dudc. Xay dung mé hinh bicu dién va chi
giai ngit nghia cho tiéng Viét, thit nghiém cdc mo hinh ngon ngit 16n dé gan
nhan vai nghia va phan tich ngit nghia cho vin ban tiéng Viet, danh gia va
phan tich két qua dat duge. Thu thap dit lieu, trich rat ngtt canh va cac dong
ti trong tiéng Viet. Sau do, sit dung cac thuat toan phan cum cac dong ti
tiéng Viet. Thiét ké mang dong tir tiéng Viet (viVerbNet) dya vao VerbNet
tiéng Anh gom c6 5 thanh phan chinh.

Cau tric cta luan an

Luan an dugc t6 chitc nhu sau:

e Chuong 1: Trinh bay cac kién thtic co sé.

e Chuong 2: Mo ta chi tiét vé viec xay dung tai nguyén va cong cu phan tich
ct phap tiéng Viet.

e Chuong 3: Xay dung tai nguyén va cong cu phan tich ngit nghia tiéng Viét.

e Chuong 4: Trinh bay vé viéc xay dung mang dong tir tiéng Viet (viVerbNet).

e Phan két luan: Tom tat mot s6 két qua dat duce va huéng phat trién trong
tuong lai.



Chuong 1

KIEN THUC CO SG

Chuong nay trinh bay vé cic khai niém va kién thitc co ban vé ct phap va
ngt nghia, cac mo hinh ngon ngi, quy trinh xay dung kho ngit lieu va mot so tai

nguyén quan trong trong viéc phan tich va biéu dién ngit nghia.

1.1 Mot sbé van dé co ban vé ct phap va ngit nghia
1.1.1 Cqa phap
a) Ciu phap thanh phan

Dinh nghia: Ca phap thanh phan 13 ciu tric cac thanh phan cau theo thi
bac, biéu dién trat tu, cach thiic ghép ndi cac tit, cum tit cia cau. Vi du, véi
mot cau tiéng Viét: “Nam dang 1am bai_tap.’’ sé dugc phan tich ct phap thanh
phan nhu trong Hinh .

S

NPSUB/N\W
T

NNP ADV V-H NP .

Nam  dang lam N-H

bai_tap

Hinh 1.1: Cay ci phdp thanh phan cia cau: Nam dang lam bai_ tap .

b) Cu phap phu thudc
Dinh nghia: Ca phap phu thuoc la cau tric ci phap chita cac muc tit vung

no6i v6i nhau béi cadc quan hé nhi phan khong déi xing goi 1a sy phu thuodc. Vi
du, mot s6 quan hé ct phap phu thudc clia cau "Nam dang 1am bai_t&p." nhu:

nsubj(Nam, lam), dobj(lam, bai_tap), ...

1.1.2 Ngu nghia
a) Cac thong tin ng nghia

Cac thong tin co ban ctia mot mo hinh biéu dién ngit nghia duge thé hién qua:
Su kien, céc tham t6 c6t 161 va khong phai cot 161, vai nghia [13] va PropBank
[67], dong sG chi va tu tir, quan hé thoi gian (TimeML [51]), quan he khong gian,
quan hé dién ngon, cau tric logic va suy luan. Mdi thanh phan nay déu dong vai

tro quan trong trong viéc hiéu va xi 1y ngon ngit.
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b) Cac md hinh va ngon ngit biéu dién ngit nghia

Mot s6 loai ngon ngit biéu dién ngit nghia sé duge dinh nghia theo cac dang:
dua vao logic (Logic-based formalisms) st dung ménh dé logic bac nhat (First-
order logic - FOL), duya vao do thi (Graph-based formalims), va ngon ngit lap
trinh (Programm Languages - PLs) [82].

1.2 Cac phuong phap phan tich ca phap va ng@ nghia

1.2.1 Phat biéu bai toan

Mot bai toan phan tich ct phap, ngit nghia giéi han trong cau c6 thé dugc
phat biéu hinh thitc nhu sau: Cau dau vao 1la mot chudi n ti: x = wy, wo, . . ., Wy,
Thong thuong, cau x sé dugde trai qua mot s6 bude tién xit 1y nhu tach tir va gan
nhan tit loai. Dau ra: Thong tin ci phap, ngit nghia clia cau x theo mo hinh hosc
dinh dang cu the.

1.2.2 Cac phuong phap phan tich ct phap - ngt nghia

Cac phuong phap phan tich ci phap - ngit nghia thuong duge phan thanh hai
loai chinh: Céc phuong phap truyén thong (dya vao luat, dya vao théng ke, cac
phuong phap két hop) va cac phuong phap dua vao st dung mang noron [55].

1.2.3 M5 hinh ngén ngit va biéu dién vin ban

Phan nay trinh bay vé mot s6 mo hinh ngon ngit co ban, duge huan luyén
truée pho bién nhu: n-grams, Word2vec, FastText, GloVe, BERT va cac mo hinh
ngon ngt 16n nhu Llama, Gemini, GPT.

1.3 Mot s6 van dé co ban ve xay dung ngi liéu

1.3.1 Phuong phap luan

Phuong phap dé xay dung kho ngit lieu thudng theo mot s6 budc cu thé nhu:
Xéc dinh muc tiéu va pham vi, thu thap van ban c¢6 sdn, ghi am va chép 10i, phan
loai ngit lieu, tien xit 1y dit lieu, xay dung ciu tric va gan nhan dit lieu, kiem

duyét va chuan hoéa, cap nhat, bdo tri, chia sé va cong bo dit lieu.

1.3.2 Chuan hoa biéu dién tai nguyén ngén ngit
Phan nay trinh bay vé ISO.TC 37/SC 4| phat trién cac tiéu chuan qubc té cho
viec quan 1y cac nguodn tai lieu ngon ngit, véi muc dich cung cap tiéu chuan cho

viéc chu giai va bieu dién du liéu ngdon ngt co ban.

Ihttps://www.iso.org/committee/297592.html


https://www.iso.org/committee/297592.html

1.4 Cac tai nguyén ngén ng
Phan nay sé trinh bay chi tiét vé cac tai nguyén tit vung va cac kho ngit lieu

da dugc xay dung.

1.4.1 Tai nguyén tu vung
a) WordNet

WordNet [86] [41] 1a mot co sé dit licu tit vung tiéng Anh duge nhéom thanh
tap hop cac 16p dong nghia vé nhan thitc (synsets), mdi 16p thé hien mot khai
niém riéng biet. WordNet dugc phat trién cho céc ngon ngit khac nhu tiéng Phap
[103], tiéng Trung Quéc [119] va tiéng Viet [96].

b) VerbNet

VerbNet [68] 1a mang dong tu, trong d6 cac dong tit duge xép thanh cac 16p
khac nhau duya vao thuoc tinh ngt phap va ngit nghia ctia chinh cac dong tiur do.
VerbNet gom hon 5,800 dong tit, duge chia thanh 270 nhém, theo cach phan loai
dong tur ciia Beth Levin [72].

c) FrameNet
FrameNet [I3] 14 mot du an xay dung mot co s6 dit lieu tit vyng, gom hon
200,000 cau dugc chi gidi thi cong, duge lien két véi hon 1,200 khung ngit nghia.

d) VCL

Tai nguyen tit vung tiéng Viet 16n nhat 1a Tit dién tiéng Viet ding cho may
tinh ( Vietnamese Computational Lexicon — VCL) [94]. Hién tai, VCL chita gan
42,000 muc tit, bieu dién cac thong tin: hinh thai hoc, ¢ phap hoc va ngit nghia

hoc.

1.4.2 Cac kho van ban cé chua giai ng@ phap, ngt nghia
a) Kho ngit liéu cti phap thanh phan

Kho ngtt lieu ct phap thanh phan gom c6 3 phan chinh: gan nhan ti loai,
phan tich ci phap thanh phan va chi gidi phat am. Mot s6 treebank nhu: Penn
Treebank [88], ChineseTreebank [124], FrenchTreebank [9], VietTreebank [101].
b) Kho ngit liéu phan tich ca phap phu thudc da ngoén ng

Céac kho ngut lieu duge gan nhan quan hé phu thudc da ngon ngit (Universal
Dependency - U dugc xay dung bdi hon 150 nhém nghién cttu v6i hon 200

treebank cho cac ngdn ngit khac nhau.

Zhttps://universaldependencies.org/



c) Kho ngtt liéu ¢6 gan nhan vai nghia

PropBank [67] 1a kho ngit lieu mé rong tit Penn Treebank bang viéc chu gii
vai nghia cho cac dong tit gom ID ngit cdnh va tham t6 ciia né duge gan nhan
vai nghia. PropBank chu giai ngt nghia cho khoang 40,000 cau trong tap dit lieu
Penn Treebank.
d) Kho ngit liéu gan nhan ng nghia triru tugng AMR

Mo6 hinh biéu dién ngit nghia tritu tugng (AMR) [14], nim bat thong tin mo
ta “ai lam gi cho ai” trong cau. Cac ngon ngit khac nhu tiéng Tay Ban Nha [120],
tiéng Han [24], tiéng Trung [73], ... cling da xay dung cac kho AMR vdi 6 lugng
tir 1,000 dén 5,000 cau.
e) Kho ngit lieu ngt nghia UCCA

M6 hinh biéu dién ngit nghia UCCA [7] cht giai sy khac biét ngit nghia va
huéng t6i muc dich triru tuong héa cau tric ca phap cu thé. Kho dit lieu ¢6 chi
giai UCCA gom c6 56,980 tokens, trong 148 doan van tit cac bai bao tit Wikipedia
tiéng Anh.
f) Kho ngit liéu ng nghia dya vao ct phap phu thudc

Mo hinh biéu dién ngit nghia duta vao ct phap phu thusc DCS [99] xay dung
mot hé thong tra 10i cac cau héi tit ngon ngit tu nhién bang cach trinh bay ngit
nghia ciia n6é dudi dang mot hinh thiic logic va tinh toan cac cau tra loi tit mot
cd s6 dit liu ¢6 cau tric ctia cac su kién.
g) Kho ngit liéu ngit nghia Groningen

Kho dit lieu ngtt nghia Groningen (GMB) [58] bao gom cac van ban tiéng Anh
nhu cac bai bao, tap chi, ... véi cac biéu dién ct phap va biéu dién ngit nghia tuong
tng. GMB dugc phét trién bdi nhém nghién citu ciia truong Dai hoc Groningen,
c6 phién ban da ngon ngi. Phién ban cudi cing gom 10,000 vin ban véi hon 1

triéu tu loai.

1.5 Két luan chuong 1
Trong chuong nay, tac gia da trinh bay cac kién thitc co sé cho luan an, cu the
la:
e Nhitng van dé co ban vé phan tich ci phap vad ngit nghia: ca phap thanh
phan, ct phap phu thuoc, bieu dién va phan tich ngit nghia.
e Cac phuong phap phéan tich ca phap va ngit nghia.
e Cac tieu chuan xay dung va chuan hoa biéu dién tai nguyén ngon ngi.

e Cac tai nguyén ngon ngit



Chuong 2

XAY DUNG TAI NGUYEN VA CONG CU CHU GIAI
NGU PHAP TIENG VIET

Chuong nay sé trinh bay chi tiét cac bude xay dung cac kho ngit lieu ct phap
phu thudc, ci phap thanh phan va thuat toan chuyen doi gitta hai kho ngit liéu
nay cho tiéng Viet.

2.1 Kho ngit liéu phan tich ct phap phu thudc cho tiéng
Viét (viDependencyTreebank)
2.1.1 Xay dung tap nhan ct phap phu thudc tiéng Viét
Luan an thyc hién ra soat va xay dung toan bd bd nhan phu thudc, xay dung
mot bo gom 84 nhan (40 nhan chinh va 44 nhan con) danh cho tiéng Viet, dua

vao huéng dan gan nhan cta Phu thuoc da ngon ng phién ban 2.11. Cu thé cac
nhan duge mo ta trong Tai lieu huéng dan gan nhé.

2.1.2 Kho ngit liéu cia phap phu thudc tiéng Viét
Kho ngit lieu ca phap phu thuoc tiéng Viet da xay dung dudc mo ta trong

Béang [2.1]

Bang 2.1: Mot so thong ké trén bo dit licu ci phdp phu thuoc tiéng Viét.

Do dai | Do dai | Do dai | Do dai

D ligu Socau | " gy | 30-50 | =50 | Trung binh
B6 huan luyén Packagel 5,069 4,882 159 28 14.40
B6 huan luyén Package2 3,083 1,942 1,005 136 24.96
Dit liéu kiém thit VLSP 2020 1,123 852 229 42 23.29
Dit ligu kiém thit méi 573 573 0 0 7.1

2.1.3 Thi nghiém mét s6 thuat toan phan tich cia phap phu thudc
a) Xay dyng md hinh phan tich cti phap phu thudc tiéng Viét

Luan an da phéat trién 8 mo hinh dé phan tich cd phap phu thuoc tiéng Viet, 6
mo hinh trong s6 d6 dugce xay dung dya vao mo hinh deep bi-affine [38] va hai mo
hinh con lai dya trén mo hinh con tré ngan xép (Stack pointer) [85]. Trong thuc
nghiém, ching t6i sit dung nhiéu biéu dién phan bd tit khac nhau nhu Word2vec

Ihttps://universaldependences.org/u/dep/index.html
Zhttps://drive.google.com/file/d/1yEav7Nt4aw6wZvCiYb6rMx0ZVOhiPoy-/view
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[118], PhoBERT-base va PhoBERT-large [31], BARTPho [93] va XLM-RoBERTa
[27], bén canh cac phuong phap huan luyén da dang két hop nhan POS hoic loai
trir chiing.
b) D6 do danh gia

Cac mo hinh phan tich ct phap phu thuoc dudc danh gia bang do do LAS
(Labeled Attachment Score) va UAS (Unlabeled Attachment Score).

c) Danh gii két qua

Sau khi thit nghiém cac mo hinh da xay dung, két qua thu duge 1a mo hinh
Deep-biaffine stt dung PhoBERT dat duge do chinh xac cao nhat 1a 85.05%. Ngoai
viéc thit nghiém véi dit lieu da tach tir va gan nhan tir loai, luan an con thit nghiém
mot s6 kich ban khac nhu: dit lieu dau vao 1a dit lieu tho, huan luyeén chi trén cac

nhan phu thuoc chinh dé so sanh céac két qua dat dugc.

d) Thao luan

Cac yéu td do dai

Trong tiéng Viet, cau ngan c6 do chinh xac cao hon cau dai khoang 2%.

Cac yéu t6 do thi

Luan an tap trung vao viéc thong ké cac 16i lien quan t6i khoang cach dén goc.
Hau hét cdc do do déu cao nhat véi khodng cach 1a 2 va 3.

Cac yéu té ngon ngit

D6i v6i cac loai phu thudc, ¢6 thé thady mot s6 kiéu phu thuoc pho bién va
khong bi nham 1an véi cac truong hgp khac nhu root, obj, nsubj, case, cc, conj,

advmod sé c¢6 do chinh xac cao.

2.2 Kho ngit liéu cta phap thanh phan cho tiéng Viét

2.2.1 Xay dung tap nhan ct phap thanh phan tiéng Viét

Viéc xay dung tap nhan Viettreebank sé dudc thiyc hién trén cdc phan: nhan
tit loai, nhan cum tir, nhan chitc ning ct phap va nhan ménh deé.
a) Tach tu

D6i v6i viec tach tit, ngoai nhitng tiéu chuan va khai niém co ban, c6 mot sd
thay ddi quan trong duge mo ta nhu: Déi véi tén rieng, cum tit (MWE).
b) Gan nhan tw loai

Mot s6 thay doi trong nhan tit loai nhu: nhan X, nhan Z, dau cau. Mot s6
nhan tit loai méi ciing duge thém vao dé c6 thé nam bat nhitng dic trung cla

tiéng Viet: V:cop, V:mod, V:pass, ADJ:adv, ...
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c¢) Nhan ng doan

D6i v6i nhan cum, luan 4n da xay duyng va thém vao mot s6 nhan mdi, dieu
nay gitp cho viéc phan biét cac cum tir r6 rang hon.
d) Nhan chitc ning vA nhan ménh dé

Tuong tuy nhu cdc nhan trén, luan an ciing da so sanh va xay dung mot s6

nhan chitc ning va ménh dé mdi dya vao tap nhan tiéng Anh.

2.2.2 Kho ngit liéu cti phap thanh phan tiéng Viét

Céac van ban sit dung trong VCP 2023 dugc thu thap tit 4 nguon chinh: kho
ngit lieu VI'B, tap di lieu NER-VLSP 2021 [75], tap dit lieu ho so bénh an dién
tt (EMR) va mot tap nhd cac cau tir tin tiic y té tryc tuyén. Bang [2.1| thong ke
cac thong s6 trong tap dit lieu VCP 2023 da dugce xay dung.

Bang 2.2: Thong ké dit lieu VCP 2023.

Nhan DL huén luyén | DL kiém thi 1 | DL kiém thi 2
S6 cau 8,242 500 1,020
Do dai trung binh 21 19 20
VP 31,800 1,933 4,017
NP 49,437 3,048 5,735
AP 5,980 440 974
PP 10,054 624 1,434
RP 948 27 180
WHADVP 56 3 16

2.2.3 Khao sat cac céng cu phan tich ct phap thanh phan cho tiéng
Viet
Két qua ciia cac mo hinh phan tich ct phap thanh phan dugc mo ta trong

Béng [2.3]

2.3 Thuat toan chuyén tir phan tich cid phap thanh phan

sang ci phap phu thuodc
Luan an thuc hien xay dung cac luat dé chuyén tit ci phap thanh phan sang
ci phap phu thudc va ngugc lai.

2.3.1 T ct phap thanh phan sang ci phap phu thudc
a) Xay dung luat xac dinh tit trung tam

Luan 4n da xay dung mot bo luat dé tim ra trung tam cia cum tit dua vao
nghién ctu [91]. Cac luat xac dinh tu trung tam (headrules) da duge cap nhat
(stta luat, thay thé nhan) dé phit hop véi tap nhan trong kho ngit lieu tiéng Viét

hién tai. Tap luat xac dinh tit trung tam gom c6 21 luat.
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Bang 2.3: Két qud cta cdc mo hinh phan tich ci phdp thanh phan.

STT | Mo hinh DL huin | Word Embed- | Téi uu F
luyén ding hoa

1 Mo  hinh CRF | 8,160 xlm-roberta- AdamW 83.46%

hai giai doan large, PhoBERT
large

2 Mo hinh mang | 8,160 PhoBERT large | AdaDelta, | 83.93%
no-ron dya vao Madgrad
phan tich ca
phép va tach tu
Stanza

3 M6 hinh mang | 8,242 Word2vec, AdamW 86.15%
no-ron st PhoBERT base,
dung  Attach- large
juxtapose

4 M6 hinh HPSG | 8,242 PhoBERT large | AdaDelta, | 90.15%
két  hop  vdi Madgrad
Stanza-tagger

b) Xay dung luat xac dinh nhan phu thudc

Sau khi da xac dinh dugc céac tit trung tam, c6 nghia la da xac dinh dugc hai
ti trong mot cau c6 moéi quan he, thi viéc tiép theo chinh 1a dat tén cho méi quan
hée d6. Luan an da xay dung dugc bo luat gom khoang 60 luat dé xac dinh nhan

phu thuoc ctia mot mdi quan hé trong cau.
c) Két qua
Két qua clia cong cu chuyen déi tit CPTP sang CPPT dudc thuc hién trén

5,908 cau dugc mo ta trong Bang [2.4]

Bang 2.4: Két qud chuyén ci phdp thanh phan sang ci phdp phu thudc.

LAS
52.63%

UAS
66.20%

S6 cau
5,908

2.3.2 T ci phap phu thudc sang ci phap thanh phan
a) Xay dung thuat toan

Luan an da nghién ctiu va xay dung dugc mot bo luat gom 22 nhan DP can
phéi thém nhan cum cho CP. V& khi chuyén déi tit DP sang CP, c6 14 nhan DP
can duge danh dau trong tam (-H) dé ddm bao tinh chinh xac v& ré rang trong

viéc phan tich.
b) Két qua
Luan an da thuc nghiém cong cu chuyén tit CPPT sang CPTP véi bo dit lieu

gom 8,152 cau tiéng Viet. Két qua cu thé duge mo ta trong Bang .
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Bang 2.5: Két qud chuyén ci phdp phu thudc sang ci phdp thanh phan.

Kich ban Precision | Recall | F1-score
Danh gia tho 88.12% 74.66% | 80.83%
Danh gia chinh xac 82.25% 71.04% | 76.23%

2.4 Két luan chuong 2

Chuong nay trinh bay qua trinh xay dung kho ngt liéu ct phap phu thuoc va
ct phap thanh phan cho tiéng Viéet theo huéng tiép can déi sanh da ngit, phat
trién va khao sat cac thuat toan phan tich ci phap. Cudi cling, luan an dé xuat

thuat toan chuyén doi giita hai kho ngit lieu va danh gia két qua dat dugc.
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Chuong 3

XAY DUNG TAI NGUYEN VA CONG CU CHU GIAI
NGU NGHIA TIENG VIET

Chuong nay sé trinh bay ve viéc xay dung tai nguyén va cong cu chi giai ngi

nghia tiéng Viet.
3.1 Kho ngit liéu c6 gan nhan vai nghia cho tiéng Viét

theo cach tiép can lién ngi@

Viéc xay dung dude tap nhan vai nghia cho tiéng Viet dude thuc hién dua vao
nhan PropBank tiéng Anh, quy trinh xay dung kho ngit lieu gan nhan vai nghia
[T0] va céc phién ban PropBank cta tiéng Viét truée d6. Bo nhan duge xay dung
bao gom 42 nhan, dugc mo ta chi tiét trong Tai lieu gan nhan PropBan.

Ngoai ra, viéc xay dung kho ngit liéu c6 gan nhan vai nghia con dugce thiye hién
dura vao viec dong hang cac khung PropBank tir tiéng Viét sang tiéng Anh. Kho
ngit lieu c6 gan nhan vai nghia cho tiéng Viet da dugc xay dung gom c6 2,570
cau, tir hai tap dit lieu Hoang tit bé vA Viettreebank, mo ta chi tiét trong Bang
3.1l

Bang 3.1: Thong ké trén tung tap di lieu trong PropBank.

Nhan Hoang Tt Bé | Viettreebank
S6 cau 1,570 1,000
SOt 18,096 13,968

Vi tu (dong ti) 2,278 2,018

S6 lugng nhan vai nghia 15,537 14,654
Tap nhan 42 30

3.2 Mo hinh biéu dién va phan tich ngi nghia cho tiéng
Viet
3.2.1 Cac mod hinh vai nghia v mé hinh biéu dién ngi nghia
Nhiéu m6 hinh gan nhan vai nghia da dudc cac nhom nghién cttu phat trién

nhim phuc vu cho céc muc tiéu biéu dién va phan tich ngi nghia, dién hinh 13

cac md hinh nhu FrameNet, PropBank, va VerbNet. Méi mo hinh ¢6 mot cach

"https://docs.google.com/document/d/1g9PEDe2qgQ7 jnTMkKz0X8dWUQURPS7P/edit
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tiép can va muc do chi tiét rieng biét trong viée chi gidi vai nghia, phadn anh céc
khia canh ngit nghia clia ngon ngit & cic cap do khac nhau. Luan an lya chon mo
hinh vai nghia LIRICS [98] v& AMR [14] 1a co s6 dé xay dung mo hinh biéu dién
ngit nghia cho tiéng Viet.

3.2.2 Xay dung tap nhan ngi nghia tiéng Viét

Luan an da lya chon AM 1a co sé dé xay dung mé hinh bicu dién ngit nghia
cho tiéng Viet. Luan an da xay dyng mo hinh gom 18 vai chinh, 71 vai phy, 17
nhan veé thoi gian, dia diem va 4 nhan vé cau. Huéng dan gan nhéan chi tiét trong
tep: Huéng dan gan nhan AMR tiéng Vié.

3.2.3 Xay dung cong cu gan nhan ngi¥ nghia cho tiéng Viét
Dé xay dung kho ngit licu biéu dién ngit nghia tritu tugng AMR cho tiéng Viét,
luan 4n da xay dung tng dung web [{| dé c6 thé gan nhan dit litu mot cach nhanh

chong va chinh xéac.

3.2.4 Kho ngit liéu gan nhan ngit nghia cho tiéng Viét

Hién tai, luan an da xay dung dugc kho ngit lieu gan nhan ngit nghia cho tiéng
Viet gom 1,570 cau ti tiéu thuyét Hoang Tt Bé. Kho ngit lieu duge gan nhan
ban thii cong trén cong cu chuyén doi (dua vao lugt) va cong cu gdn nhan da xay
dung trude do.

Mot s6 thong ké vé tap nhan cta kho ngit lieu dude mo ta trong Bang .

Bang 3.2: Thong ké 20 nhdan zuat hién nhiéu nhat trong kho di liéu ng@ nghia tiéng Viét.

Nhan S6 lan xuat hién | Nhan | S6 lan xuét hién
mod 1,376 | polarity 341
agent 1,193 | domain 338
theme 655 | op2 330
compound 522 | manner 309
quant 481 | opl 296
classifier 433 | patient 289
pivot 415 | time 276
degree 412 | and 247
topic 383 | poss 236
polarity 341 | tense 177

’https://github.com/amrisi/amr-guidelines/blob/master/amr.md

3https://docs.google.com/document/d/14t6DAZjwEkhXo JHFY6GVVpScFrZLgdzf /editPusp=sharing&
ouid=117154363694742364830&rtpof=true&sd=true

“https://amr.hpda.vn/login
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3.3 Xay dung moé hinh phan tich ngi nghia cho tiéng
Viét
V6i bai toan sinh biéu dién ngit nghia cho viin ban tiéng Viet, luan an da thuc
hién viét cac prompt cho 2 mo6 hinh ngon ngit 16n 13 Gemini va GPT-4, dong thoi
dé cac mo hinh hoc theo ca ba céach zero-shot, one-shot va few-shot.
Ludng cong viéc sit dung mé hinh ngén ngit 16n sinh biéu dién ngit nghia cho
tiéng Viet dugc mo ta cu thé trong Hinh .

| Zero-shot
. 2% = 0
Di¥ ligu hudn luyén |
| Véctohoa | 1, Oneshot | | kétqua
| Dir liéu kiém thir
= 5 -
| Few-shot

Hinh 3.1: Mo hinh ngon ngi lon sinh biéu dién ngi@ nghia cho tiéng Vieét.

3.3.1 Cac do do danh gia
Heé théng gan nhan vai nghia va phan tich ngtt nghia duge danh gia dua trén
do chinh xac (P), do bao phu (R), va Fy — score (v6i P va R duge dinh nghia

riéeng cho ting bai toan).

3.3.2 Két qua
a) Mo hinh gan nhan vai nghia

Mo hinh GPT-4 dugc ap dung dé gan nhan vai nghia cho tiéng Viet, sit dung
phuong phap few-shot. Két qua duge thé hien trong Bang .

Bang 3.3: Két qud danh gid mo hinh ngon ngi lon gan nhan vai nghia cho tiéng Viét.

bo do Loai Precision | Recall F

conll09-head | Predicate 78.18% | 78.18% | 78.18%
conll09-head | ArgumentHead | 53.99% | 41.67% | 47.04%
conll05-span | ArgumentSpan | 50.13% | 28.36% | 36.22%

b) Mob hinh phan tich ng nghia
Ngoai viéc xay dung prompt cho cac mo hinh ngoén ngtt 16n, luan an con thit

nghiém mo hinh Ensemble [71] da xay dung cho tiéng Anh vdéi dit lieu tiéng Viet,
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goi tén 1a ViBART. Luan an da huan luyén lai mo hinh nay trén kho dit lieu bieu
dién ngtt nghia tiéng Viét va st dung biéu dién phan bd tit BARTPho [93]. Két
qué chi tiét duge mo ta trong Bang [3.4]

Bang 3.4: Két qua sinh biéu dién ngit nghia tiéng Viet.

’ STT ‘ Mo hinh ‘ Prompt ‘ Smatch (F}) ‘ S6 cau 16i ‘

| 1] VIiBART | - | 55.90% | 0|
| | | Zero-shot | 10% | 16 |
| | | One-shot | 47.88% | 0|
2O et | 55.36% | 0
| | | Few-shot | 53.25% | 0|
| | | Zero-shot | 16% | 12 |
| | | One-shot | 46.44% | 1|
| 3 Geminl oot | 57T.7T2% 0
| ‘ | Few-shot | 54.90% | 1|

3.4 Két luan chuong 3

Chuong nay da trinh bay qua trinh xay dung kho ngit liéu gan nhan vai nghia
va mo hinh chi gidi ngit nghia cho tiéng Viét theo huéng tiép can lien ngit. Kho
ngi lieu da xay dung dudge bao gom 2,570 cau c¢6 gan nhan vai nghia va 1,570 cau
c6 gan nhan ngi nghia. Bén canh d6, luan 4n da phét trién mot cong cu hd trg
gan nhan ngtt nghia va thit nghiém xay dyng mo hinh phan tich ngit nghia cho
tiéng Viet, dong thoi so sanh két qua vdi cac mo hinh ngon ngit 16n hién c6. Mic
du két qua dat dugce con khiem tén, nhung day 1a mo hinh biéu dién ngit nghia
sau dau tien danh riéng cho tiéng Viet. Kho ngit lieu gan nhan va cdc mo hinh
dugc phéat trién trong luan an sé la nén tang quan trong cho cac nghién citu sau

hon vé ngit nghia trong tiéng Viet.
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Chuong 4

XAY DUNG MANG PONG TU TIENG VIET

o) chuong nay, luan an sé trinh bay nhitng nghién citu va cac cong viec cu thé
dé xay dung VerbNet cho tiéng Viét (viVerbNet).

4.1 Tiur dién tiéng Viét cho may tinh VCL

Déi véi tiéng Viet, tit dién tiéng Viet cho méy tinh VCL [94] 1a mot tai nguyén
tit vung duy nhat va hitu ich trong nghién cttu ngit phap, ngit nghia. Luan an thuc
hieén khéo sat va so sanh VCL v6i VerbNet theo cac tiéu chuan: vé cach thic to
chitc, vé cac thong tin biéu dién (thong tin hinh thai, cd phap, khung vi ti, vai
nghia, rang budc lua chon, rang budc ct phap va vi tit ngit nghia). Nhing thong
tin bicu dién trong VCL dugc st dung dé xay dung viVerbNet.

4.2 Phuong phap xay dung viVerbNet

Luan an da thyc hién phan cum dong tur tiéng Viet thanh cdc nhém dong tir.
Dong tit sé dugc trich xuat tit VCL, sau d6 tim kiém trong kho ngit lieu dé lay
ngit canh. Khi da c6 ngit canh cia cac dong tit, luan an st dung mot s6 mo hinh
biéu dién vécto tit (word embedding) da duge huan luyén bang cac ngit lidu tiéng
Viét dé sinh véc to tit cho cac dong tit nay, day sé la dau vao cho cac thuat toan
phan cum. Sau khi phan cum dong ti, ludn an st dung cac thong tin ngit phap
tiéng Viet, két hop véi trich xuat mot sd thong tin tit cac kho ngit lieu cha giai ca
phap va ngit nghia tiéng Viéet, dong thdi anh xa VerbNet tiéng Anh dé xay dung
cac thanh phan clia mot cum dong tit: khung cii phap, vai nghia, rang buoc liya

chon, rang budc ci phap va vi tit ngit nghia.

4.2.1 Biéu dién véc-to tir
Luan an st dung véc to biéu dién tir lam dau vao cho bai toan phan cum dong
tur tiéng Viet: Mo hinh Word2vec[87] [118], Mo hinh PhoBERT [31].

4.2.2 Phan cum doéng ti tiéng Viét
Déi v6i buée phan cum dong tir, hai thuat toan duge st dung 13 K-means va
HCA. Luan an chon 1,000 lam s6 lugng cac cum.
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4.3 Xay dung cac thanh phan cta viVerbNet

4.3.1 Vai nghia
Luan an st dung 24 vai nghia tit Propbank tiéng Viet va 29 vai nghia LIRICS
nhut mot co s6 dé phét trién cac vai nghia cho viVerbNet.

4.3.2 Rang budc lua chon
Luan 4n sit dung nhitng rang buoc liya chon dé chi ra sit ton tai (4) hodc khong
ton tai (-) clia cic thuoc tinh ngit nghia nhu [concrete], [animate], [organization],

... Cac toan tit logic (| (hodc) va & (va)) duge st dung dé két hop nhidu han ché.

4.3.3 Khung cit phap va rang budc ca phap

Khung ct phap trong VerbNet mo t4 ngian gon cau tric bé mit clia cic thanh
phan cau thanh cau. N6 bao gom cac vai nghia tuong ting v6i cac tham thé, dong
tit chinh v& cac rang buoc vé cti phap. Luan an sé déi chiéu diém khac bist do

dong thoi dua ra cac 1y giai, gidi phap dé xay dung viVerbNet.

4.3.4 Vi tir ng@ nghia

Cac vi tit ngit nghia biéu thi mdi quan hé giita tham thé va cac su kien dé bicu
thi ¥ nghia chinh ctia cau. Thong tin ngit nghia cho cac dong tu trong VerbNet
dugc thé hien dudi dang két hop clia cac cac vi tit ngit nghia, chdng han nhu vi
tit ngit nghia chung (chuyén dong (motion), lién he (contact), truyén dat thong
tin (transfer _info), ...), vi ngit (Prep, Adv, va Pred), vi ngit cu thé; vi ngit cho
nhiéu su kién.

D6i v6i thanh phan ngit nghia trong viVerbNet, luan an stt dung ciing mot tap
hop cac vi tit ngtt nghia nhu VerbNet. Tap hop vi tit ngit nghia ctia VerbNet tiéng
Anh dugc luan an dong sit dung trong viVerbNet c6 khodng 153 nhan vi tit ngit
nghia.

4.4 Céng cu gan nhan mang déng tir tiéng Viét

Dé viéc gan nhan cac 16p dong tit trong tiéng Viet dude don gidn va dé tén
thoi gian, cong stc, luan an da thiét ké cong cu gan nhan mang dong tu tiéng
Viet. Cong cu nay dude xay dung dé cé thé sit dung cac két qua tit cac nghien
cttu trude do6, giup viec gan nhan cac 16p dong tir tiéng Viet nhanh gon va chinh

xac hon.
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4.5 Vidyu mot cum dong ti trong viVerbNet
Dé lam 16 viéc xay dung viVerbNet, luan an sé mo ta ki vé mot cum dong tit
da xay dyng day du cac thanh phan. Cum dong tit duge lya chon duge mo ta

trong Bang .

Bang 4.1: Nhom dong tu “hoc” trong viVerbNet.

STT Nhém Lép Lép con | Chi tiét
dong tuw

hoc-1.1 hoc, hoc hanh, hoc tap,
luyén tap, luyén,

1 Nghia “hoc” | hoc-1 on, on luyen, on tap, tap
luyén

hoc-1.2 bat chude, hoc 16m, nhai,
nhai

hoc-1.3 hoc héi, chét loc, dinh hinh,
linh hoi, 1anh hoi,

ren gifia, mai gitia, thu nap,
tich lity, tiép thuy,

trau doi

4.5.1 Vai nghia
Cac vai nghia trong 16p nay gom co6: doi tuong hoc (Agent), nguon truyen dat
(Source), noi dung (Topic).

Role: Agent [+animate], Topic, Source

4.5.2 Rang budc lua chon
Vé rang budc lya chon cho vai nghia, 16p “learn-14” trong VerbNet stt dung
duy nhat mot rang budc [+animate]/[+tinh dong).

Role: Agent [+human], Topic, Source

4.5.3 Khung ca phap va rang budc ca phap
Khung ct phap va rang buoc cua 16p “learn-14” va cac 16p con ciia n6é dugc
biéu dién nhu sau:
e learn-14
(1) NP V NP PP. source

syntax Agent V Topic from Source
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4.5.4 Vi tir ng@ nghia
Cac vi tur duge st dung: vi tit chung “Transfer infor” va vi tir qua trinh “Dur-
ing(E)”. Cac ngtt nghia clia 16p “hoc-1" va céc 16p con duge bicéu thi nhu sau:
e Agent V Topic from Source: Toi hoc tiéng Anh tir anh trai
Transfer_info(During(E), Source, Agent, Topic)
e Agent V from Source: To6i hoc tit anh trai toi

Chi tiét vé cac cum dong tit dude mo ta trong Dit lieu phan cum dong tit clia

Luan é.

4.6 Két luan chuong 4

Chuong nay da trinh bay chi tiét vé qua trinh xay dung mang dong tir viVerb-
Net cho tiéng Viét, mot hé thong nham phan loai va nhém cac dong tit theo ngit
nghia va ¢t phap mot cach c6 hé thong. Trude tién, viec khdo sat kho tit vung
VCL va VerbNet da dugde thie hién, tiép theo 1a qua trinh phan cum cic dong
tit trong VCL va xay dung dugc 100 cum dong tit co ban cho tiéng Viet. Mbi
cum dong tit déu dugc phét trién day du véi cac thanh phan quan trong nhu vai
nghia, khung ct phap vdi cac rang buoc cit phap va ngtt nghia, thong tin ve vi tit
ngt nghia. Mic du két qui nay van chua bao quéat hét toan bo cac dong tit tiéng
Viet, nhung da dit nén moéng quan trong cho viéc xay dung hé thong mang dong
tit trong tuong lai, hd trg cho viéc phét trién cdc mo hinh biéu dién va phan tich

ngt nghia sau hon trong ngit canh tiéng Viet.

Ihttps://drive.google.com/drive/folders/1LeJyKHHBuv_JwwN8V2njmXh9c5g4t80Gusp=sharing
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KET LUAN

Luan &n tap trung nghién ctu cac phuong phap biéu dién va phét trién ngit lieu,
cong cu cho bai toan phan tich ci phap va ngit nghia tiéng Viet. Cu thé, luan an da c6
nhitng déng goép co ban vé hai huéng chinh:

e Xay duyng cac tai nguyén ngon ngit, gom cac luge do cha giai, huéng dan cha giai

va kho ngit lieu c6 cha gidi theo luge do da thiét ké:

— Cu phap phu thuodc: Trén co sé tap nhan ca phap phu thuoc tiéng Viet da
xay dung trong giai doan truéc, luan an tién hanh cap nhat, thiét ké lai va
chinh stta tap nhéan cling nhu huéng dan cha giai theo phién ban 2.0 cua Du
&n ct phap phu thuoc pho quat (Universal Dependency - UD). Ngoai ra, mot
s6 nhan méi da duge bo sung dé phan anh dic trung ngit phap riéng cta tiéng
Viéet nhu hién tuong danh tit héa dong tir, to hop tit vi cac cau tric bo ngit.
Sau d6, luan an tién hanh thu thap va xay dung kho ngit liéu tit nhiéu nguon
khac nhau nhu kho ngit lieu VietTreebank, tic¢u thuyét Hoang tit bé, cic danh
gia dich vu (nha hang, khach san), va cac bai bao dién tit. Kho ngtt lieu phu
thudc — v6i hon 9,000 cau (trong d6 3,000 cau da duge tich hgp vao kho UD
hoi thang 11 nam 2022) da duge chii gidi theo quy trinh chuan héa, dam bao
chat lugng va tinh nhat quan. Do dong thuan gitta cdc chuyén gia gan nhan
dat 91% cho thay do chinh xac va tin cay cao cua ngit lieu duge xay dung.
Kho ngit lieu nay cling véi tai lieu huéng dan chi tiét da dude cong khai trén
GitHu va st dung trong cuoc thi vé phan tich ct phap phu thuoc tiéng Viet
tai hoi thdo vé X1t If ngon ngt ty nhién va tiéng noéi tieng Viet (VLSP 2020).

— Ct phap thanh phan: Ké thita kho ngit liéu ct phap thanh phan Viettreebank,
luan an thuc hién viéc ra soét, cap nhat va chuan hoa cac nhan ct phap thanh
phan ciing nhu tai lieu huéng dan cha giai dé c6 mot bo nhan phu hgp véi
cac nghién ctiu doéi sanh da ngtt. Trén co sé do6, kho ngit lieu gom hon 9,000
cau da dugc cap nhat theo tap nhan mdi véi do dong thuan clia cac nha cha
giai len t6i 94% cho thay kho ngit lieu duge xay dyng ti mi, chinh xac va c6
do tin cay cao. Kho ngit lieu nay da duge cong khai va st dung trong cudc thi
ve phan tich cti phap thanh phan tiéng Viét tai hoi thado vé Xit 1y ngon ngi
tu nhién va tiéng noi tiéng Viet (VLSP 2022 va VLSP 2023).

— Ngit nghia nong (Vai nghia): Tap nhan vai nghia cho tiéng Viét xay dung
truée d6 da duge cap nhat va chinh sita tuong thich véi khung cha giai vai

nghia trong du an Universal Proposition Bank 2.0. Tap nhan nay da dugc st

’https://github.com/vietnamesedp/Thesis
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dung dé xay dung kho ngit lieu tiéng Viet c6 chi giai vai nghia gom 2,570 cau.

— Ngit nghia sau: Luan an da thiét ké mot mo hinh biéu dién ngit nghia cho
tiéng Viet dya vao mo hinh ngit nghia tritu tugng ctia tiéng Anh (AMR) va
tap hop vai nghia LIRICS dugc thiét ké huéng chuan ISO. M6 hinh nay cho
phép mo ta day du va chi tiét cac thong tin ngit nghia, khong chi cha trong
cac vi tit nhu dong tiu, tinh tit, danh tit, dong tir tinh thai ma con lam r6 cac
vai nghia chinh (tac thé, bi the, ...) v& cdc vai phu (mtc do, cong cy, dich
dén, dia diém, ... ). Mot diém noi bat ctia mo hinh 1a kha nang biéu dién céc
dic trung riéng clia tiéng Viet, nhu danh tit hoa dong tir, ngit nghia thoi gian,
va dic biet 1a quan hé dong s chi vigt ra ngoai pham vi cau, mé rong dén
cap doan van. Kho ngit lieu gan nhan ngit nghia tiéng Vietf] duge xay dung
gom 1,570 cau tit ticu thuyét Hoang ti bé, tuan tht chat ché quy trinh chuan
trong viéc xay dung dit lieu. Dic biét, chat luong gan nhan duge dadm bao
thong qua viéc danh gia va dat dude do dong thuan cao gitta cac chuyén gia.

— Mang dong tit tiéng Viet: Sau khi xay dung cac kho ngit liéu va mo hinh phan
tich ct phap va ngit nghia, luan an tiép tuc nghién citu va xay dyng mang
dong tir tiéng Viet. Duya trén két qua phan cum, luan an da Iya chon 100 cum
dong tit tiu biéu v xay dung mot mang dong tit tiéng Viet (viVerbNet) véi 5
thanh phan chinh 13 vai nghia, rang buoc lya chon, khung cit phéap, rang buoc
ct phap va vi tit ngt nghia. Cac 16p dong tit nay duge anh xa sang VerbNet
tiéng Anh, qua do6 tao dung mot sit két ndi viing chic gitta cac tai nguyén ngit
nghia song ngit, md ra co hoi tich hgp tiéng Viet vao cac hé thong xit Iy ngon
ngt ty nhién da ngit.

e Ve phuong phap va mo hinh cho phan tich tiéng Viet, luan an da thyc hién nhiing
cong viéc sau:

— Danh gia, so sanh cac mo hinh véc-to tit huan luyén sén cho tiéng Viéet va mot
s6 phuong phap hien dai dé cai tién hiéu qua ciia bai toan phan tich ci phap.
Cu thé, véi ct phap thanh phan, két qua tét nhat dat £, = 90.15% v6i mo hinh
HPSG két hop vé6i cong cu gan nhan Stanza. Déi vé6i cit phap phu thudc, mo
hinh Deep bi-affine st dung PhoBERT dat LAS = 78.05% va UAS = 85.27% -
két qua tot nhat khi huan luyen va kiém tht trén kho ngit lieu ci phép phu
thudc da dugc xay dung.

— Xay dung cong cu chuyén ddi gitta cti phap thanh phan va ci phap phu thuoc,
hé trg qua trinh gan nhan dit lieu: Thuat toan chuyén déi tit ¢t phap thanh

3https://github.com/vietnamesedp/Thesis/tree/main/MeaningRepresentation
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phan sang ci phap phu thuoc dude xay dung dua vao thuat toan xac dinh tit
trung tam két hop véi cac luat méi dude xay dung dé xac dinh cac nhan phu
thuoc, dat két qud LAS = 52.63% va UAS = 66.20%. V6i chicu ngudc lai, thuat
toan chuyén ddi thue hién xac dinh cac cum tit trong cau, sau dé xay dung cac
luat gan nhan thanh phan cho cidc cum nay, dat két qua Fy = 80.83%. Cong
cu nay cho phép linh hoat chuyén ddi gitta hai cach biéu dién ngit phap, dugc
st dung trong viéc xay dung kho ngit lieu, giup gidm thoi gian va tiét kiem
cong stic cia cac chuyén gia cha giai.

— Phat trién va danh gia cac thuat toan phan cum dong tit tiéng Viet: Cac
thuat toan phan cum dugc thuyc hién trén hon 12,000 nghia ctia dong tu trich
tit tir dién tiéng Viet cho may tinh VCL, nhdm nhém cac dong tit thanh céc
cum c6 chung nhitng dac diem vé ngit phap, ngit nghia. Thuat toan phan cum
K-means da dugc thit nghiém chi tiét v6i nhiéu kich ban khac nhau, bao gom
thay doi s6 lugng cum, cdc mo hinh véc to tit va cac cau ngit canh ctia dong
tr.

— Thit nghiém ap dung cac mo6 hinh ngon ngit 16n nhu GPT-4 va Gemini cho
nhiém vy gan nhan vai nghia va phan tich ngit nghia tiéng Viet. Két qua cho
thiy cac mo hinh dat do chinh x4c tit 47% dén 58% trén ca hai bai toan, phan
anh tiém ning ing dung clia cac mo hinh nay trong x1t Iy ngon ngit tu nhien.
Nhitng két qua nay khong chi minh chiing cho hiéu qua ban dau ciia cac mo
hinh ngon ngit 16n dbi véi tiéng Viet, ma con gidm thic¢u chi phi va cong stic
gan nhan thi cong, dong thoi thic day qué trinh phét trién cac ting dung
ngon ngt thong minh trong thyc tién.

Trong tuong lai, cadc huéng phat trién ciia luan an tap trung vao:

e Tiép tuc phét trién va mé rong céc kho ngit lieu ngit nghia, chia sé va cong bb
rong rai cac tai nguyén nay trong cong dong xt Iy ngon ngit tiéng Viet: Luan an
sé tiép tuc md rong quy mo va pham vi clia kho ngit lieu gan nhan ngit nghia cho
tiéng Viét, bo sung théem nhidu dang ngit nghia phiic tap va ngit canh sit dung.
Diéu nay khong chi nham nang cao kha nang bao phtl ngit nghia trong thic té ma
con phuc vu nhu cau huan luyén va danh gia cac mo hinh hoc may, cic mo hinh
ngon ngit 16n trong cac ting dung x1t Iy ngdon ngtt tu nhién.

e Phat trién tiép mang dong tit viVerbNet va ting cudng kha ning lien thong lien
ngit: Viéc tiép tuc hoan thién cau tric mang viVerbNet, md rong so6 luong 16p dong
tit, va tinh chinh cic thanh phan nhu vai nghia, khung ct phap va rang buoc lya

chon 1 buée di quan trong dé dam bao do chinh xac va tinh kha dung ctia kho
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ngit lieu nay. Bén canh d6, qua trinh 4nh xa gitta viVerbNet va VerbNet tiéng Anh
s¢ dude dieu chinh k¥ ludng hon nham xit Iy hieu qua céc khéc biét vé ct phap va
ngit nghia gitta hai ngon ngt, tit dé tang cuong tinh tuwong thich va kha nang tich
hop tiéng Viet vao cac he thong da ngt.

e Tinh chinh va khai thac cac mé hinh ngon ngit 16n cho cac bai toan ca phéap va
ngit nghia tiéng Viet: Luan an sé tiép tuc nghién ctiu va cai tién cac phuong phap
khai thac mo hinh ngon ngit 16n (LLMs) nhuw GPT-4, Gemini, ...cho cac tac vu
phan tich ct phap va ngit nghia. Viéc tinh chinh cac mo hinh nay trén dit lieu tiéng
Viét va tich hgp véi cac tai nguyén ngon nglt da duge xay dung sé giup nang cao
chat lugng gan nhan, gidm thiéu chi phi thi cong, dong thoi mé rong kha nang
ing dung clia cdc mo hinh trong cac hé thong thic té nhu dich may, tém tat van
ban, héi dap va trg 1y ao.

e Cai thién chat lugng kho ngit lieu:

— Danh gia va diéu chinh so do chi giai dé ting tinh nhat quan va kha ning st
dung lai. Xay duyng bo tiéu chi danh gia chat luong chi gidi va dé xuat cac
cong cu ho trg hiéu chinh ban tu dong.

— Tiép tuc khdo sat va phan tich cac hién tuong ngon ngit dic thit clia tiéng
Viét trong ngit lieu, tit d6 dé xuat céc biéu dién ngit nghia phit hop hon cho
cic cau tric ci phap-ngit nghia doc dao cia tiéng Viét.

Tém lai, luan an da cé nhitng déng géop quan trong trong viéc xay dung maot hé thong
tai nguyén ngon ngit tiéng Viet phong pht, da dang va duge chi giai 6 miic do sau, tap
trung vao kho tit vimg dong tir cling cic ngit lieu chi gidi ct phap — ngit nghia. Dong
thoi, luan an ciing da tién hanh nghién ctu, phat trién va danh gia cac cong cu phan
tich cit phap va ngit nghia tién tién, dugc t6i wu héa phut hop véi dac thit cia tiéng Viet.
Viéc cong bd rong rai cac tai nguyen va cong cu nay khong chi gép phan thic day su
phat trién bén viing va lau dai clia linh viue x I ngon ngit tu nhién tiéng Viet, ma con

tao nén tang viing chic cho ciac hudng nghién citu tiép theo trong tuong lai.
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